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-Why is it important?
If true, then many consequences for the distribution of prime numbers. For example,
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\begin{aligned}
&|\pi(x)-\operatorname{Li}(x)|<\frac{1}{8 \pi} \sqrt{x} \log x \quad \text { for all } x \geq 2657 \\
& \text { where } \\
& \pi(x)=\# \text { of primes } \leq x \\
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## The Riemann hypothesis

Riemann hypothesis: all non-trivial zeros have real part 1/2.
-Why is it important?
If true, then many consequences for the distribution of prime numbers. For example,

$$
|\pi(x)-\operatorname{Li}(x)|<\frac{1}{8 \pi} \sqrt{x} \log x \quad \text { for all } x \geq 2657,
$$

where $\pi(x)=\#$ of primes $\leq x$,

$$
\operatorname{Li}(x)=\int_{2}^{x} \frac{d t}{\log t} .
$$

- Evidence

Numerically, true for first $10^{13}$ zeros.
Conrey 1989: at least $2 / 5$ of all zeros lie on the critical line.
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## Hilbert-Pólya conjecture

 (early 20th century):Are the Riemann zeros

$$
s_{n}=\frac{1}{2}+i E_{n}
$$

with $E_{n}$ the eigenvalues of an unbounded selfadjoint operator?

Proof idea: Find an operator $H=H^{\dagger}$ that has eigenvalues $i\left(2 s_{n}-1\right)$ with $s_{n}$ the non-trivial Riemann zeros. Then the Riemann hypothesis follows.
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## Montgomery ~1973: spacing statistics of the Riemann zeros corresponds to that of GUE random matrices <br> self-adjoint matrices with Gaussian entries
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## Montgomery ~1973: spacing statistics of the Riemann zeros

 corresponds to that of GUE random matrices
numerics by Odlyzko, 1987: normalized distribution of spacings.
blue=first $10^{5}$ Riemann zeros, black=eigenvalues of random GUE matrices.
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Berry and Keating 1999: Conjecture that the sought-after operator is a quantization of the classical Hamiltonian $H=x p$.

Evidence: hand-waving arguments about supposed physical properties of that operator, based on analytic/numerical results about the Riemann zeta function. E.g. GUE is supposed to describe systems that are not timereversal symmetric, and that's also true for $H=x p$.

Simplest quantization: $H=\hat{x} \hat{p}+\hat{p} \hat{x}$.

$$
\begin{array}{ll}
\hat{x} f(x)=x \cdot f(x), & \hat{p} f(x)=-i \partial_{x} f(x) . \\
\text { position operator } & \text { momentum operator }
\end{array}
$$
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$$
\begin{aligned}
\sum_{n=1}^{1} \frac{1}{n} & =1 \\
\sum_{n=1}^{2} \frac{1}{n} & =1+\frac{1}{2} \\
\sum_{n=1}^{3} \frac{1}{n} & =1+\frac{1}{2}+\frac{1}{3}
\end{aligned}
$$
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$$
\sum_{n=1}^{x} 1=x, \quad \sum_{n=1}^{x} n=\frac{x(x+1)}{2}, \quad \sum_{n=1}^{x} n^{2}=\frac{x(x+1)(2 x+1)}{6}, \ldots
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and postulate that they hold for all $x \in \mathbb{C}$.

there exists a sequence of polynomials $\left(p_{n}\right)_{n \in \mathbb{N}}$ of fixed degree $\sigma$ such that for every $x \in U$,

$$
\left|f(n+x)-p_{n}(n+x)\right| \longrightarrow 0 \quad \text { as } n \rightarrow+\infty
$$

E.g. $\sqrt{x}$ and $\log x$ are asymptotically constant.

## Some consequences
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$$

$$
\sum_{n=0}^{x} q^{n}=\frac{q^{x+1}-1}{q-1} \quad(|q|<1)
$$

$$
\sum_{n=1}^{-1 / 2} n^{a}=\left(2-2^{-a}\right) \zeta(-a)
$$

$$
\sum_{n=0}^{c}\binom{c}{n} x^{n}=(1+x)^{c} \quad(|x|<1, c \in \mathbb{C} \backslash\{-1,-2,-3, \ldots\})
$$

$\sum_{n=1}^{-1 / 2}(\log n)(\log n!)=\frac{\gamma^{2}}{4}+\frac{\gamma_{1}}{2}-\frac{\pi^{2}}{48}+\frac{\log ^{2} 2}{2}-\frac{\log ^{2} \pi}{8}$
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\begin{aligned}
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$$

$\sum_{n=1}^{-1 / 2}(\log n)(\log n!)=\frac{\gamma^{2}}{4}+\frac{\gamma_{1}}{2}-\frac{\pi^{2}}{48}+\frac{\log ^{2} 2}{2}-\frac{\log ^{2} \pi}{8}$

MM and Dierk Schleicher, American Math. Monthly 118 (2011).

## Summation operator

On the space of asymptotically polynomial functions, we get an operator $\Sigma$ with

$$
(\Sigma f)(x):=\sum_{n=1}^{x} f(n)
$$

The difference operator $(\Delta f)(x):=f(x)-f(x-1)$ is an inverse:

$$
\Delta \Sigma=1, \quad \Sigma \Delta f(x)=f(x)-f(0)
$$
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$R:=\hat{X} \hat{p}+\hat{p} \hat{X}, \quad$ eigenfunctions satisfy $\quad \Delta f(x)=x^{-s}$.

Boundary condition: $f(0)=0(=C)$

$$
\Rightarrow f(x)=\sum_{n=1}^{x} n^{-s}+C
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$f_{s}(x)$ is eigenfunction if and only if $\zeta(s)=0$.
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## Thank you!

