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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the
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for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.
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ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the
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for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 7. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.8 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 6). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(•;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities as Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

In fact, demanding that all observers see the same is not
necessary, and will turn out to be wrong. The weaker, but
crucial empirical fact that has to be reproduced by our theory
is that di↵erent observers that can communicate with one
another will agree on seeing the same physics around the
time of communication. Or, as Smerlak and Rovelli put it
in [102], “In fact, the very reason we can do science is because
of the consistency we find in nature: if I see an elephant and
I ask you what you see, I expect you to tell me that you too
see an elephant. If not, something is wrong.”

We will now show that the mathematics of Solomono↵ in-
duction guarantees this to be the case within our theory.
Suppose that Abby the guinea pig experiences a probabilis-
tic universe described by a simple computable measure µ,
as predicted by Theorem 8.8. As explained in Section 9,
this means that there is a simple computational process (as
illustrated in Figure 6) which generates her sequence of ob-
servations according to the measure µ. She can interpret this
computation as an evolving “external world”, encompassing
and processing additional information that is not directly
part of her observations.

Suppose that Abby encounters another guinea pig, called
Bambi, within her external world. From Abby’s point of
view48, Bambi appears to be another observer, just like her:

time, is simply defined by its sequence of observations. What we are
addressing in this section is basically the question in what sense it is
meaningful to say that two observers P-exist relative to each other.

48 This is a description from Abby’s point of view, because the graph
machine computation g(t) is assumed to be the one that generates
Abby’s subjectively experienced sequence of successor states.

Abby can track Bambi’s body, and (from her behavior) infer
parts of the information content of her brain. Abby may thus
conclude that Bambi’s brain carries a sequence of successor
states (of some observer graph B), and she may hypothesize
(as we usually do) that Bambi is in fact subjectively “expe-
riencing” this sequence of observations from her first-person
perspective.

To put these considerations into a more concrete form,
consider the question whether the sun rises tomorrow. Sup-
pose that Abby has gathered enough information about her
external world, and about the physical measure µ, to expect
with probability close to one that she is going to experience
a rising sun tomorrow. She would thus also have close to
100% chance of seeing Bambi experience a rising sun tomor-
row. But what is Bambi’s actual chance of seeing the sun
rise tomorrow, from her first-person perspective?

We can avoid confusion, and answer this question in the af-
firmative, by proper formalization49. As in Figure 6, we have
some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 7. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external

49 In particular, we should avoid using the word “Bambi” both for an
observer graph (describing Bambi’s subjective experience) and the
thing that Abby sees in her external world which she calls “Bambi”.
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Sketch of argumentation: 
• Fix a cosmological model X that 

predicts a very large universe.

• Count           (# of Boltzmann brains) 

and compare to           (# of naturally 
evolved brains).


• If                        then a “BB-obser- 
vation” should be highly probable: 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• That’s not what we see, hence X is 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Sketch of argumentation: 
• Fix a cosmological model X that 

predicts a very large universe.

• Count           (# of Boltzmann brains) 

and compare to           (# of naturally 
evolved brains).


• If                        then a “BB-obser- 
vation” should be highly probable: 
“What the…? I’m in space?! Aargh…”


• That’s not what we see, hence X is 
falsified.
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Is this argumentation valid?

→ what probability should you 
assign to a “BB-observation”?

Boltzmann brain problem
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1. Motivation

From observers to physics via algorithmic information theory                                                                                          Markus P. Müller

world (one “real” among infinitely

many possible ones, maybe very

big, like “multiverse” etc.)

laws of physics

act here“observations” (what an observer


sees, remembers etc., the full 
first-person state at some time)

Supervening on the world, somehow.

causes

This raises several systematic,

arguably unsolvable problems.
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law of physics

acts directly here“observations” (what an observer


sees, remembers etc., the full 
first-person state at some time)

(Probabilistic) law: What will be observed next is what is most 
                               compressible, given the previous observations.
Provable consequence: what’s observed looks in most cases as if 
it came from an algorithmically simply computable probabilistic world.

provable


consequence



Advertisement: consequences

1. Motivation

Consequences: 
• Dissolves each and every of the afore- 

mentioned problems, up to calculation.

• Tells us “why” there is a world with simple, 

probabilistic, computable laws.

• New predictions: probabilistic zombies, 

subjective immortality, “open” versus 
“closed” simulation of agents, we might 
all be the same observer meeting different 
instances of ourselves…


• Math. rigorous and fun. :-)
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• “Observer” is a technical / information- 
theoretic notion. Not (directly) related 
to “consciousness” etc.

• Not meant as a “TOE”. Predicts its 
own limitations. Useless for most 
questions that physicists care about.

• “Reality” of world is not denied, but only 
its fundamentality. Reproduces standard 
view to good approximation.
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• “Observer” is a technical / information- 
theoretic notion. Not (directly) related 
to “consciousness” etc.

• Not meant as a “TOE”. Predicts its 
own limitations. Useless for most 
questions that physicists care about.

• “Reality” of world is not denied, but only 
its fundamentality. Reproduces standard 
view to good approximation.

Blueprint / proof of principle of a certain kind of theory
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FIG. 7. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.8 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 6). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(•;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities as Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

In fact, demanding that all observers see the same is not
necessary, and will turn out to be wrong. The weaker, but
crucial empirical fact that has to be reproduced by our theory
is that di↵erent observers that can communicate with one
another will agree on seeing the same physics around the
time of communication. Or, as Smerlak and Rovelli put it
in [102], “In fact, the very reason we can do science is because
of the consistency we find in nature: if I see an elephant and
I ask you what you see, I expect you to tell me that you too
see an elephant. If not, something is wrong.”

We will now show that the mathematics of Solomono↵ in-
duction guarantees this to be the case within our theory.
Suppose that Abby the guinea pig experiences a probabilis-
tic universe described by a simple computable measure µ,
as predicted by Theorem 8.8. As explained in Section 9,
this means that there is a simple computational process (as
illustrated in Figure 6) which generates her sequence of ob-
servations according to the measure µ. She can interpret this
computation as an evolving “external world”, encompassing
and processing additional information that is not directly
part of her observations.

Suppose that Abby encounters another guinea pig, called
Bambi, within her external world. From Abby’s point of
view48, Bambi appears to be another observer, just like her:

time, is simply defined by its sequence of observations. What we are
addressing in this section is basically the question in what sense it is
meaningful to say that two observers P-exist relative to each other.

48 This is a description from Abby’s point of view, because the graph
machine computation g(t) is assumed to be the one that generates
Abby’s subjectively experienced sequence of successor states.

Abby can track Bambi’s body, and (from her behavior) infer
parts of the information content of her brain. Abby may thus
conclude that Bambi’s brain carries a sequence of successor
states (of some observer graph B), and she may hypothesize
(as we usually do) that Bambi is in fact subjectively “expe-
riencing” this sequence of observations from her first-person
perspective.

To put these considerations into a more concrete form,
consider the question whether the sun rises tomorrow. Sup-
pose that Abby has gathered enough information about her
external world, and about the physical measure µ, to expect
with probability close to one that she is going to experience
a rising sun tomorrow. She would thus also have close to
100% chance of seeing Bambi experience a rising sun tomor-
row. But what is Bambi’s actual chance of seeing the sun
rise tomorrow, from her first-person perspective?

We can avoid confusion, and answer this question in the af-
firmative, by proper formalization49. As in Figure 6, we have
some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 7. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external

49 In particular, we should avoid using the word “Bambi” both for an
observer graph (describing Bambi’s subjective experience) and the
thing that Abby sees in her external world which she calls “Bambi”.
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FIG. 7. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.8 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 6). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(•;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities as Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

In fact, demanding that all observers see the same is not
necessary, and will turn out to be wrong. The weaker, but
crucial empirical fact that has to be reproduced by our theory
is that di↵erent observers that can communicate with one
another will agree on seeing the same physics around the
time of communication. Or, as Smerlak and Rovelli put it
in [102], “In fact, the very reason we can do science is because
of the consistency we find in nature: if I see an elephant and
I ask you what you see, I expect you to tell me that you too
see an elephant. If not, something is wrong.”

We will now show that the mathematics of Solomono↵ in-
duction guarantees this to be the case within our theory.
Suppose that Abby the guinea pig experiences a probabilis-
tic universe described by a simple computable measure µ,
as predicted by Theorem 8.8. As explained in Section 9,
this means that there is a simple computational process (as
illustrated in Figure 6) which generates her sequence of ob-
servations according to the measure µ. She can interpret this
computation as an evolving “external world”, encompassing
and processing additional information that is not directly
part of her observations.

Suppose that Abby encounters another guinea pig, called
Bambi, within her external world. From Abby’s point of
view48, Bambi appears to be another observer, just like her:

time, is simply defined by its sequence of observations. What we are
addressing in this section is basically the question in what sense it is
meaningful to say that two observers P-exist relative to each other.

48 This is a description from Abby’s point of view, because the graph
machine computation g(t) is assumed to be the one that generates
Abby’s subjectively experienced sequence of successor states.

Abby can track Bambi’s body, and (from her behavior) infer
parts of the information content of her brain. Abby may thus
conclude that Bambi’s brain carries a sequence of successor
states (of some observer graph B), and she may hypothesize
(as we usually do) that Bambi is in fact subjectively “expe-
riencing” this sequence of observations from her first-person
perspective.

To put these considerations into a more concrete form,
consider the question whether the sun rises tomorrow. Sup-
pose that Abby has gathered enough information about her
external world, and about the physical measure µ, to expect
with probability close to one that she is going to experience
a rising sun tomorrow. She would thus also have close to
100% chance of seeing Bambi experience a rising sun tomor-
row. But what is Bambi’s actual chance of seeing the sun
rise tomorrow, from her first-person perspective?

We can avoid confusion, and answer this question in the af-
firmative, by proper formalization49. As in Figure 6, we have
some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 7. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external

49 In particular, we should avoid using the word “Bambi” both for an
observer graph (describing Bambi’s subjective experience) and the
thing that Abby sees in her external world which she calls “Bambi”.
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-

all I see and know 
and remember, 

encoded: 101101...

x3 x4 x5

37 10. Emergence of objective reality

?

0
0
0
1
1
1
0
1

0
1
0
0
1
1
0
1

0
0
0
1
1

0
1
0
0
1
1
0
1

0
0
0
1
1
1
0
1

1
0
0
1
1
0
1

0
0
0
1
1
1
0
1

0
1
0
0
1
1
0
1

0
1
1
0
0
1
1
1

1
1
1
0
0
1
1
0

0
1
1
0
0
1
1
1

1
1
1
0
0
1
1
0

0
1
1
0
0
1

1
1
1
0
0
1
1
0

0
1
1
0
0
1
1
1

1
1
0

0
1
1
0
0
1
1
1

1
1
1
0
0
1
1
0

0
1
1
0
0
1
1
1

1
1
1
0
0
1
1
0

0
1
1
0

1
1
1
0
0
1
1
0

0
1
1
1
0
1
0
1

0
0
1
0
1
0
0
0

0
1
1
0
0
1
1
1

1
1
1
0
0
1
1
0

0
1
1
0
0
1
1
1

1
0
0
1
1
0

FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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2. Postulates of the theory

From observers to physics via algorithmic information theory                                                                                          Markus P. Müller

Absolutely minimal ingredients:

• An observer is in some state x (at any given moment).

• It will be in some other state y next.

• Some future states y are more probable than others.
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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Absolutely minimal ingredients:

• An observer is in some state x (at any given moment).

• It will be in some other state y next.

• Some future states y are more probable than others.
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-

all I see and know 
and remember, 

encoded: 101101...

x3 x4 x5

37 10. Emergence of objective reality

?

0
0
0
1
1
1
0
1

0
1
0
0
1
1
0
1

0
0
0
1
1

0
1
0
0
1
1
0
1

0
0
0
1
1
1
0
1

1
0
0
1
1
0
1

0
0
0
1
1
1
0
1

0
1
0
0
1
1
0
1

0
1
1
0
0
1
1
1

1
1
1
0
0
1
1
0

0
1
1
0
0
1
1
1

1
1
1
0
0
1
1
0

0
1
1
0
0
1

1
1
1
0
0
1
1
0

0
1
1
0
0
1
1
1

1
1
0

0
1
1
0
0
1
1
1

1
1
1
0
0
1
1
0

0
1
1
0
0
1
1
1

1
1
1
0
0
1
1
0

0
1
1
0

1
1
1
0
0
1
1
0

0
1
1
1
0
1
0
1

0
0
1
0
1
0
0
0

0
1
1
0
0
1
1
1

1
1
1
0
0
1
1
0

0
1
1
0
0
1
1
1

1
0
0
1
1
0

FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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Absolutely minimal ingredients:

• An observer is in some state x (at any given moment).

• It will be in some other state y next.

• Some future states y are more probable than others.
→ stochastic process.
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-

x4 = 110...

2. Postulates of the theory

From observers to physics via algorithmic information theory                                                                                          Markus P. Müller

Absolutely minimal ingredients:

• An observer is in some state x (at any given moment).

• It will be in some other state y next.

• Some future states y are more probable than others.
→ stochastic process.
“Universe” and all else: not postulated, but hoped to be derived.
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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An observer’s state can be represented by a binary string (like                                            
x                   ). One (subjective) moment after the other, this 
yields a sequence                                  and the probability 
of the next state y is

where P is conditional algorithmic probability.

x1 = 011010
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x = (x1, x2, . . . , xn),
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2. Postulates of the theory

Postulates of the theory

P(y|x1, x2, . . . , xn),
<latexit sha1_base64="dYAaYHVLk0bYQRpQgbZsaPNMeDw=">AAACCXicbZDNSsNAFIUn/tb6F3XpJlqECqUkRVB3BTcuKxhbaEKYTCbt0MkkzEykIXbtxldx40LFrW/gzrdx0mahrQcGPs69l7n3+AklQprmt7a0vLK6tl7ZqG5ube/s6nv7dyJOOcI2imnMez4UmBKGbUkkxb2EYxj5FHf90VVR795jLkjMbmWWYDeCA0ZCgqBUlqcfORGUQz/MO5N69jD2rMbYazUcGsRSKGSnDU+vmU1zKmMRrBJqoFTH07+cIEZphJlEFArRt8xEujnkkiCKJ1UnFTiBaAQHuK+QwQgLN5+eMjFOlBMYYczVY9KYur8nchgJkUW+6iwWF/O1wvyv1k9leOHmhCWpxAzNPgpTasjYKHIxAsIxkjRTABEnalcDDSGHSKr0qioEa/7kRbBbzcumdXNWa7fLNCrgEByDOrDAOWiDa9ABNkDgETyDV/CmPWkv2rv2MWtd0sqZA/BH2ucPeweZqw==</latexit><latexit sha1_base64="dYAaYHVLk0bYQRpQgbZsaPNMeDw=">AAACCXicbZDNSsNAFIUn/tb6F3XpJlqECqUkRVB3BTcuKxhbaEKYTCbt0MkkzEykIXbtxldx40LFrW/gzrdx0mahrQcGPs69l7n3+AklQprmt7a0vLK6tl7ZqG5ube/s6nv7dyJOOcI2imnMez4UmBKGbUkkxb2EYxj5FHf90VVR795jLkjMbmWWYDeCA0ZCgqBUlqcfORGUQz/MO5N69jD2rMbYazUcGsRSKGSnDU+vmU1zKmMRrBJqoFTH07+cIEZphJlEFArRt8xEujnkkiCKJ1UnFTiBaAQHuK+QwQgLN5+eMjFOlBMYYczVY9KYur8nchgJkUW+6iwWF/O1wvyv1k9leOHmhCWpxAzNPgpTasjYKHIxAsIxkjRTABEnalcDDSGHSKr0qioEa/7kRbBbzcumdXNWa7fLNCrgEByDOrDAOWiDa9ABNkDgETyDV/CmPWkv2rv2MWtd0sqZA/BH2ucPeweZqw==</latexit><latexit sha1_base64="dYAaYHVLk0bYQRpQgbZsaPNMeDw=">AAACCXicbZDNSsNAFIUn/tb6F3XpJlqECqUkRVB3BTcuKxhbaEKYTCbt0MkkzEykIXbtxldx40LFrW/gzrdx0mahrQcGPs69l7n3+AklQprmt7a0vLK6tl7ZqG5ube/s6nv7dyJOOcI2imnMez4UmBKGbUkkxb2EYxj5FHf90VVR795jLkjMbmWWYDeCA0ZCgqBUlqcfORGUQz/MO5N69jD2rMbYazUcGsRSKGSnDU+vmU1zKmMRrBJqoFTH07+cIEZphJlEFArRt8xEujnkkiCKJ1UnFTiBaAQHuK+QwQgLN5+eMjFOlBMYYczVY9KYur8nchgJkUW+6iwWF/O1wvyv1k9leOHmhCWpxAzNPgpTasjYKHIxAsIxkjRTABEnalcDDSGHSKr0qioEa/7kRbBbzcumdXNWa7fLNCrgEByDOrDAOWiDa9ABNkDgETyDV/CmPWkv2rv2MWtd0sqZA/BH2ucPeweZqw==</latexit><latexit sha1_base64="dYAaYHVLk0bYQRpQgbZsaPNMeDw=">AAACCXicbZDNSsNAFIUn/tb6F3XpJlqECqUkRVB3BTcuKxhbaEKYTCbt0MkkzEykIXbtxldx40LFrW/gzrdx0mahrQcGPs69l7n3+AklQprmt7a0vLK6tl7ZqG5ube/s6nv7dyJOOcI2imnMez4UmBKGbUkkxb2EYxj5FHf90VVR795jLkjMbmWWYDeCA0ZCgqBUlqcfORGUQz/MO5N69jD2rMbYazUcGsRSKGSnDU+vmU1zKmMRrBJqoFTH07+cIEZphJlEFArRt8xEujnkkiCKJ1UnFTiBaAQHuK+QwQgLN5+eMjFOlBMYYczVY9KYur8nchgJkUW+6iwWF/O1wvyv1k9leOHmhCWpxAzNPgpTasjYKHIxAsIxkjRTABEnalcDDSGHSKr0qioEa/7kRbBbzcumdXNWa7fLNCrgEByDOrDAOWiDa9ABNkDgETyDV/CmPWkv2rv2MWtd0sqZA/BH2ucPeweZqw==</latexit>

An observer’s state can be represented by a binary string (like                                            
x                   ). One (subjective) moment after the other, this 
yields a sequence                                  and the probability 
of the next state y is

where P is conditional algorithmic probability.

x1 = 011010
<latexit sha1_base64="zTASR/upd/ge7BGLnG9NZ8Rjxw8=">AAAB8HicbVBNSwMxEJ31s9avqkcvwSJ4KokI6kEoePFYwbXFdinZNNuGZrNLkhXL0n/hxYOKV3+ON/+NabsHbX0w8Hhvhpl5YSqFsRh/e0vLK6tr66WN8ubW9s5uZW//3iSZZtxniUx0K6SGS6G4b4WVvJVqTuNQ8mY4vJ74zUeujUjUnR2lPIhpX4lIMGqd9PDUJVeYEExwt1LFNTwFWiSkIFUo0OhWvjq9hGUxV5ZJakyb4NQGOdVWMMnH5U5meErZkPZ521FFY26CfHrxGB07pYeiRLtSFk3V3xM5jY0ZxaHrjKkdmHlvIv7ntTMbXQS5UGlmuWKzRVEmkU3Q5H3UE5ozK0eOUKaFuxWxAdWUWRdS2YVA5l9eJP5p7bJGbs+q9XqRRgkO4QhOgMA51OEGGuADAwXP8ApvnvFevHfvY9a65BUzB/AH3ucPmyGPGA==</latexit><latexit sha1_base64="zTASR/upd/ge7BGLnG9NZ8Rjxw8=">AAAB8HicbVBNSwMxEJ31s9avqkcvwSJ4KokI6kEoePFYwbXFdinZNNuGZrNLkhXL0n/hxYOKV3+ON/+NabsHbX0w8Hhvhpl5YSqFsRh/e0vLK6tr66WN8ubW9s5uZW//3iSZZtxniUx0K6SGS6G4b4WVvJVqTuNQ8mY4vJ74zUeujUjUnR2lPIhpX4lIMGqd9PDUJVeYEExwt1LFNTwFWiSkIFUo0OhWvjq9hGUxV5ZJakyb4NQGOdVWMMnH5U5meErZkPZ521FFY26CfHrxGB07pYeiRLtSFk3V3xM5jY0ZxaHrjKkdmHlvIv7ntTMbXQS5UGlmuWKzRVEmkU3Q5H3UE5ozK0eOUKaFuxWxAdWUWRdS2YVA5l9eJP5p7bJGbs+q9XqRRgkO4QhOgMA51OEGGuADAwXP8ApvnvFevHfvY9a65BUzB/AH3ucPmyGPGA==</latexit><latexit sha1_base64="zTASR/upd/ge7BGLnG9NZ8Rjxw8=">AAAB8HicbVBNSwMxEJ31s9avqkcvwSJ4KokI6kEoePFYwbXFdinZNNuGZrNLkhXL0n/hxYOKV3+ON/+NabsHbX0w8Hhvhpl5YSqFsRh/e0vLK6tr66WN8ubW9s5uZW//3iSZZtxniUx0K6SGS6G4b4WVvJVqTuNQ8mY4vJ74zUeujUjUnR2lPIhpX4lIMGqd9PDUJVeYEExwt1LFNTwFWiSkIFUo0OhWvjq9hGUxV5ZJakyb4NQGOdVWMMnH5U5meErZkPZ521FFY26CfHrxGB07pYeiRLtSFk3V3xM5jY0ZxaHrjKkdmHlvIv7ntTMbXQS5UGlmuWKzRVEmkU3Q5H3UE5ozK0eOUKaFuxWxAdWUWRdS2YVA5l9eJP5p7bJGbs+q9XqRRgkO4QhOgMA51OEGGuADAwXP8ApvnvFevHfvY9a65BUzB/AH3ucPmyGPGA==</latexit><latexit sha1_base64="zTASR/upd/ge7BGLnG9NZ8Rjxw8=">AAAB8HicbVBNSwMxEJ31s9avqkcvwSJ4KokI6kEoePFYwbXFdinZNNuGZrNLkhXL0n/hxYOKV3+ON/+NabsHbX0w8Hhvhpl5YSqFsRh/e0vLK6tr66WN8ubW9s5uZW//3iSZZtxniUx0K6SGS6G4b4WVvJVqTuNQ8mY4vJ74zUeujUjUnR2lPIhpX4lIMGqd9PDUJVeYEExwt1LFNTwFWiSkIFUo0OhWvjq9hGUxV5ZJakyb4NQGOdVWMMnH5U5meErZkPZ521FFY26CfHrxGB07pYeiRLtSFk3V3xM5jY0ZxaHrjKkdmHlvIv7ntTMbXQS5UGlmuWKzRVEmkU3Q5H3UE5ozK0eOUKaFuxWxAdWUWRdS2YVA5l9eJP5p7bJGbs+q9XqRRgkO4QhOgMA51OEGGuADAwXP8ApvnvFevHfvY9a65BUzB/AH3ucPmyGPGA==</latexit>

x = (x1, x2, . . . , xn),
<latexit sha1_base64="fzoHj4J9sAxmaU3dQy5EY6r8RSo=">AAACCHicbZDNSsNAFIUn9a/Wv6hLN4NFqFBKUgR1IRTcuKxgbKEJYTKdtEMnkzAzkZbQrRtfxY0LFbc+gjvfxkmbhbYeGPg4917m3hMkjEplWd9GaWV1bX2jvFnZ2t7Z3TP3D+5lnApMHByzWHQDJAmjnDiKKka6iSAoChjpBKPrvN55IELSmN+pSUK8CA04DSlGSlu+Cd0IqWEQZuPpVW3s2/Wx36y7rB8rqZGf1n2zajWsmeAy2AVUQaG2b365/RinEeEKMyRlz7YS5WVIKIoZmVbcVJIE4REakJ5GjiIivWx2yRSeaKcPw1joxxWcub8nMhRJOYkC3ZnvLRdruflfrZeq8MLLKE9SRTiefxSmDKoY5rHAPhUEKzbRgLCgeleIh0ggrHR4FR2CvXjyMjjNxmXDvj2rtlpFGmVwBI5BDdjgHLTADWgDB2DwCJ7BK3gznowX4934mLeWjGLmEPyR8fkDbJ6ZEQ==</latexit><latexit sha1_base64="fzoHj4J9sAxmaU3dQy5EY6r8RSo=">AAACCHicbZDNSsNAFIUn9a/Wv6hLN4NFqFBKUgR1IRTcuKxgbKEJYTKdtEMnkzAzkZbQrRtfxY0LFbc+gjvfxkmbhbYeGPg4917m3hMkjEplWd9GaWV1bX2jvFnZ2t7Z3TP3D+5lnApMHByzWHQDJAmjnDiKKka6iSAoChjpBKPrvN55IELSmN+pSUK8CA04DSlGSlu+Cd0IqWEQZuPpVW3s2/Wx36y7rB8rqZGf1n2zajWsmeAy2AVUQaG2b365/RinEeEKMyRlz7YS5WVIKIoZmVbcVJIE4REakJ5GjiIivWx2yRSeaKcPw1joxxWcub8nMhRJOYkC3ZnvLRdruflfrZeq8MLLKE9SRTiefxSmDKoY5rHAPhUEKzbRgLCgeleIh0ggrHR4FR2CvXjyMjjNxmXDvj2rtlpFGmVwBI5BDdjgHLTADWgDB2DwCJ7BK3gznowX4934mLeWjGLmEPyR8fkDbJ6ZEQ==</latexit><latexit sha1_base64="fzoHj4J9sAxmaU3dQy5EY6r8RSo=">AAACCHicbZDNSsNAFIUn9a/Wv6hLN4NFqFBKUgR1IRTcuKxgbKEJYTKdtEMnkzAzkZbQrRtfxY0LFbc+gjvfxkmbhbYeGPg4917m3hMkjEplWd9GaWV1bX2jvFnZ2t7Z3TP3D+5lnApMHByzWHQDJAmjnDiKKka6iSAoChjpBKPrvN55IELSmN+pSUK8CA04DSlGSlu+Cd0IqWEQZuPpVW3s2/Wx36y7rB8rqZGf1n2zajWsmeAy2AVUQaG2b365/RinEeEKMyRlz7YS5WVIKIoZmVbcVJIE4REakJ5GjiIivWx2yRSeaKcPw1joxxWcub8nMhRJOYkC3ZnvLRdruflfrZeq8MLLKE9SRTiefxSmDKoY5rHAPhUEKzbRgLCgeleIh0ggrHR4FR2CvXjyMjjNxmXDvj2rtlpFGmVwBI5BDdjgHLTADWgDB2DwCJ7BK3gznowX4934mLeWjGLmEPyR8fkDbJ6ZEQ==</latexit><latexit sha1_base64="fzoHj4J9sAxmaU3dQy5EY6r8RSo=">AAACCHicbZDNSsNAFIUn9a/Wv6hLN4NFqFBKUgR1IRTcuKxgbKEJYTKdtEMnkzAzkZbQrRtfxY0LFbc+gjvfxkmbhbYeGPg4917m3hMkjEplWd9GaWV1bX2jvFnZ2t7Z3TP3D+5lnApMHByzWHQDJAmjnDiKKka6iSAoChjpBKPrvN55IELSmN+pSUK8CA04DSlGSlu+Cd0IqWEQZuPpVW3s2/Wx36y7rB8rqZGf1n2zajWsmeAy2AVUQaG2b365/RinEeEKMyRlz7YS5WVIKIoZmVbcVJIE4REakJ5GjiIivWx2yRSeaKcPw1joxxWcub8nMhRJOYkC3ZnvLRdruflfrZeq8MLLKE9SRTiefxSmDKoY5rHAPhUEKzbRgLCgeleIh0ggrHR4FR2CvXjyMjjNxmXDvj2rtlpFGmVwBI5BDdjgHLTADWgDB2DwCJ7BK3gznowX4934mLeWjGLmEPyR8fkDbJ6ZEQ==</latexit>

From observers to physics via algorithmic information theory                                                                                          Markus P. Müller



2. Postulates of the theory

Postulates of the theory

P(y|x1, x2, . . . , xn),
<latexit sha1_base64="dYAaYHVLk0bYQRpQgbZsaPNMeDw=">AAACCXicbZDNSsNAFIUn/tb6F3XpJlqECqUkRVB3BTcuKxhbaEKYTCbt0MkkzEykIXbtxldx40LFrW/gzrdx0mahrQcGPs69l7n3+AklQprmt7a0vLK6tl7ZqG5ube/s6nv7dyJOOcI2imnMez4UmBKGbUkkxb2EYxj5FHf90VVR795jLkjMbmWWYDeCA0ZCgqBUlqcfORGUQz/MO5N69jD2rMbYazUcGsRSKGSnDU+vmU1zKmMRrBJqoFTH07+cIEZphJlEFArRt8xEujnkkiCKJ1UnFTiBaAQHuK+QwQgLN5+eMjFOlBMYYczVY9KYur8nchgJkUW+6iwWF/O1wvyv1k9leOHmhCWpxAzNPgpTasjYKHIxAsIxkjRTABEnalcDDSGHSKr0qioEa/7kRbBbzcumdXNWa7fLNCrgEByDOrDAOWiDa9ABNkDgETyDV/CmPWkv2rv2MWtd0sqZA/BH2ucPeweZqw==</latexit><latexit sha1_base64="dYAaYHVLk0bYQRpQgbZsaPNMeDw=">AAACCXicbZDNSsNAFIUn/tb6F3XpJlqECqUkRVB3BTcuKxhbaEKYTCbt0MkkzEykIXbtxldx40LFrW/gzrdx0mahrQcGPs69l7n3+AklQprmt7a0vLK6tl7ZqG5ube/s6nv7dyJOOcI2imnMez4UmBKGbUkkxb2EYxj5FHf90VVR795jLkjMbmWWYDeCA0ZCgqBUlqcfORGUQz/MO5N69jD2rMbYazUcGsRSKGSnDU+vmU1zKmMRrBJqoFTH07+cIEZphJlEFArRt8xEujnkkiCKJ1UnFTiBaAQHuK+QwQgLN5+eMjFOlBMYYczVY9KYur8nchgJkUW+6iwWF/O1wvyv1k9leOHmhCWpxAzNPgpTasjYKHIxAsIxkjRTABEnalcDDSGHSKr0qioEa/7kRbBbzcumdXNWa7fLNCrgEByDOrDAOWiDa9ABNkDgETyDV/CmPWkv2rv2MWtd0sqZA/BH2ucPeweZqw==</latexit><latexit sha1_base64="dYAaYHVLk0bYQRpQgbZsaPNMeDw=">AAACCXicbZDNSsNAFIUn/tb6F3XpJlqECqUkRVB3BTcuKxhbaEKYTCbt0MkkzEykIXbtxldx40LFrW/gzrdx0mahrQcGPs69l7n3+AklQprmt7a0vLK6tl7ZqG5ube/s6nv7dyJOOcI2imnMez4UmBKGbUkkxb2EYxj5FHf90VVR795jLkjMbmWWYDeCA0ZCgqBUlqcfORGUQz/MO5N69jD2rMbYazUcGsRSKGSnDU+vmU1zKmMRrBJqoFTH07+cIEZphJlEFArRt8xEujnkkiCKJ1UnFTiBaAQHuK+QwQgLN5+eMjFOlBMYYczVY9KYur8nchgJkUW+6iwWF/O1wvyv1k9leOHmhCWpxAzNPgpTasjYKHIxAsIxkjRTABEnalcDDSGHSKr0qioEa/7kRbBbzcumdXNWa7fLNCrgEByDOrDAOWiDa9ABNkDgETyDV/CmPWkv2rv2MWtd0sqZA/BH2ucPeweZqw==</latexit><latexit sha1_base64="dYAaYHVLk0bYQRpQgbZsaPNMeDw=">AAACCXicbZDNSsNAFIUn/tb6F3XpJlqECqUkRVB3BTcuKxhbaEKYTCbt0MkkzEykIXbtxldx40LFrW/gzrdx0mahrQcGPs69l7n3+AklQprmt7a0vLK6tl7ZqG5ube/s6nv7dyJOOcI2imnMez4UmBKGbUkkxb2EYxj5FHf90VVR795jLkjMbmWWYDeCA0ZCgqBUlqcfORGUQz/MO5N69jD2rMbYazUcGsRSKGSnDU+vmU1zKmMRrBJqoFTH07+cIEZphJlEFArRt8xEujnkkiCKJ1UnFTiBaAQHuK+QwQgLN5+eMjFOlBMYYczVY9KYur8nchgJkUW+6iwWF/O1wvyv1k9leOHmhCWpxAzNPgpTasjYKHIxAsIxkjRTABEnalcDDSGHSKr0qioEa/7kRbBbzcumdXNWa7fLNCrgEByDOrDAOWiDa9ABNkDgETyDV/CmPWkv2rv2MWtd0sqZA/BH2ucPeweZqw==</latexit>

An observer’s state can be represented by a binary string (like                                            
x                   ). One (subjective) moment after the other, this 
yields a sequence                                  and the probability 
of the next state y is

where P is conditional algorithmic probability.

x1 = 011010
<latexit sha1_base64="zTASR/upd/ge7BGLnG9NZ8Rjxw8=">AAAB8HicbVBNSwMxEJ31s9avqkcvwSJ4KokI6kEoePFYwbXFdinZNNuGZrNLkhXL0n/hxYOKV3+ON/+NabsHbX0w8Hhvhpl5YSqFsRh/e0vLK6tr66WN8ubW9s5uZW//3iSZZtxniUx0K6SGS6G4b4WVvJVqTuNQ8mY4vJ74zUeujUjUnR2lPIhpX4lIMGqd9PDUJVeYEExwt1LFNTwFWiSkIFUo0OhWvjq9hGUxV5ZJakyb4NQGOdVWMMnH5U5meErZkPZ521FFY26CfHrxGB07pYeiRLtSFk3V3xM5jY0ZxaHrjKkdmHlvIv7ntTMbXQS5UGlmuWKzRVEmkU3Q5H3UE5ozK0eOUKaFuxWxAdWUWRdS2YVA5l9eJP5p7bJGbs+q9XqRRgkO4QhOgMA51OEGGuADAwXP8ApvnvFevHfvY9a65BUzB/AH3ucPmyGPGA==</latexit><latexit sha1_base64="zTASR/upd/ge7BGLnG9NZ8Rjxw8=">AAAB8HicbVBNSwMxEJ31s9avqkcvwSJ4KokI6kEoePFYwbXFdinZNNuGZrNLkhXL0n/hxYOKV3+ON/+NabsHbX0w8Hhvhpl5YSqFsRh/e0vLK6tr66WN8ubW9s5uZW//3iSZZtxniUx0K6SGS6G4b4WVvJVqTuNQ8mY4vJ74zUeujUjUnR2lPIhpX4lIMGqd9PDUJVeYEExwt1LFNTwFWiSkIFUo0OhWvjq9hGUxV5ZJakyb4NQGOdVWMMnH5U5meErZkPZ521FFY26CfHrxGB07pYeiRLtSFk3V3xM5jY0ZxaHrjKkdmHlvIv7ntTMbXQS5UGlmuWKzRVEmkU3Q5H3UE5ozK0eOUKaFuxWxAdWUWRdS2YVA5l9eJP5p7bJGbs+q9XqRRgkO4QhOgMA51OEGGuADAwXP8ApvnvFevHfvY9a65BUzB/AH3ucPmyGPGA==</latexit><latexit sha1_base64="zTASR/upd/ge7BGLnG9NZ8Rjxw8=">AAAB8HicbVBNSwMxEJ31s9avqkcvwSJ4KokI6kEoePFYwbXFdinZNNuGZrNLkhXL0n/hxYOKV3+ON/+NabsHbX0w8Hhvhpl5YSqFsRh/e0vLK6tr66WN8ubW9s5uZW//3iSZZtxniUx0K6SGS6G4b4WVvJVqTuNQ8mY4vJ74zUeujUjUnR2lPIhpX4lIMGqd9PDUJVeYEExwt1LFNTwFWiSkIFUo0OhWvjq9hGUxV5ZJakyb4NQGOdVWMMnH5U5meErZkPZ521FFY26CfHrxGB07pYeiRLtSFk3V3xM5jY0ZxaHrjKkdmHlvIv7ntTMbXQS5UGlmuWKzRVEmkU3Q5H3UE5ozK0eOUKaFuxWxAdWUWRdS2YVA5l9eJP5p7bJGbs+q9XqRRgkO4QhOgMA51OEGGuADAwXP8ApvnvFevHfvY9a65BUzB/AH3ucPmyGPGA==</latexit><latexit sha1_base64="zTASR/upd/ge7BGLnG9NZ8Rjxw8=">AAAB8HicbVBNSwMxEJ31s9avqkcvwSJ4KokI6kEoePFYwbXFdinZNNuGZrNLkhXL0n/hxYOKV3+ON/+NabsHbX0w8Hhvhpl5YSqFsRh/e0vLK6tr66WN8ubW9s5uZW//3iSZZtxniUx0K6SGS6G4b4WVvJVqTuNQ8mY4vJ74zUeujUjUnR2lPIhpX4lIMGqd9PDUJVeYEExwt1LFNTwFWiSkIFUo0OhWvjq9hGUxV5ZJakyb4NQGOdVWMMnH5U5meErZkPZ521FFY26CfHrxGB07pYeiRLtSFk3V3xM5jY0ZxaHrjKkdmHlvIv7ntTMbXQS5UGlmuWKzRVEmkU3Q5H3UE5ozK0eOUKaFuxWxAdWUWRdS2YVA5l9eJP5p7bJGbs+q9XqRRgkO4QhOgMA51OEGGuADAwXP8ApvnvFevHfvY9a65BUzB/AH3ucPmyGPGA==</latexit>

x = (x1, x2, . . . , xn),
<latexit sha1_base64="fzoHj4J9sAxmaU3dQy5EY6r8RSo=">AAACCHicbZDNSsNAFIUn9a/Wv6hLN4NFqFBKUgR1IRTcuKxgbKEJYTKdtEMnkzAzkZbQrRtfxY0LFbc+gjvfxkmbhbYeGPg4917m3hMkjEplWd9GaWV1bX2jvFnZ2t7Z3TP3D+5lnApMHByzWHQDJAmjnDiKKka6iSAoChjpBKPrvN55IELSmN+pSUK8CA04DSlGSlu+Cd0IqWEQZuPpVW3s2/Wx36y7rB8rqZGf1n2zajWsmeAy2AVUQaG2b365/RinEeEKMyRlz7YS5WVIKIoZmVbcVJIE4REakJ5GjiIivWx2yRSeaKcPw1joxxWcub8nMhRJOYkC3ZnvLRdruflfrZeq8MLLKE9SRTiefxSmDKoY5rHAPhUEKzbRgLCgeleIh0ggrHR4FR2CvXjyMjjNxmXDvj2rtlpFGmVwBI5BDdjgHLTADWgDB2DwCJ7BK3gznowX4934mLeWjGLmEPyR8fkDbJ6ZEQ==</latexit><latexit sha1_base64="fzoHj4J9sAxmaU3dQy5EY6r8RSo=">AAACCHicbZDNSsNAFIUn9a/Wv6hLN4NFqFBKUgR1IRTcuKxgbKEJYTKdtEMnkzAzkZbQrRtfxY0LFbc+gjvfxkmbhbYeGPg4917m3hMkjEplWd9GaWV1bX2jvFnZ2t7Z3TP3D+5lnApMHByzWHQDJAmjnDiKKka6iSAoChjpBKPrvN55IELSmN+pSUK8CA04DSlGSlu+Cd0IqWEQZuPpVW3s2/Wx36y7rB8rqZGf1n2zajWsmeAy2AVUQaG2b365/RinEeEKMyRlz7YS5WVIKIoZmVbcVJIE4REakJ5GjiIivWx2yRSeaKcPw1joxxWcub8nMhRJOYkC3ZnvLRdruflfrZeq8MLLKE9SRTiefxSmDKoY5rHAPhUEKzbRgLCgeleIh0ggrHR4FR2CvXjyMjjNxmXDvj2rtlpFGmVwBI5BDdjgHLTADWgDB2DwCJ7BK3gznowX4934mLeWjGLmEPyR8fkDbJ6ZEQ==</latexit><latexit sha1_base64="fzoHj4J9sAxmaU3dQy5EY6r8RSo=">AAACCHicbZDNSsNAFIUn9a/Wv6hLN4NFqFBKUgR1IRTcuKxgbKEJYTKdtEMnkzAzkZbQrRtfxY0LFbc+gjvfxkmbhbYeGPg4917m3hMkjEplWd9GaWV1bX2jvFnZ2t7Z3TP3D+5lnApMHByzWHQDJAmjnDiKKka6iSAoChjpBKPrvN55IELSmN+pSUK8CA04DSlGSlu+Cd0IqWEQZuPpVW3s2/Wx36y7rB8rqZGf1n2zajWsmeAy2AVUQaG2b365/RinEeEKMyRlz7YS5WVIKIoZmVbcVJIE4REakJ5GjiIivWx2yRSeaKcPw1joxxWcub8nMhRJOYkC3ZnvLRdruflfrZeq8MLLKE9SRTiefxSmDKoY5rHAPhUEKzbRgLCgeleIh0ggrHR4FR2CvXjyMjjNxmXDvj2rtlpFGmVwBI5BDdjgHLTADWgDB2DwCJ7BK3gznowX4934mLeWjGLmEPyR8fkDbJ6ZEQ==</latexit><latexit sha1_base64="fzoHj4J9sAxmaU3dQy5EY6r8RSo=">AAACCHicbZDNSsNAFIUn9a/Wv6hLN4NFqFBKUgR1IRTcuKxgbKEJYTKdtEMnkzAzkZbQrRtfxY0LFbc+gjvfxkmbhbYeGPg4917m3hMkjEplWd9GaWV1bX2jvFnZ2t7Z3TP3D+5lnApMHByzWHQDJAmjnDiKKka6iSAoChjpBKPrvN55IELSmN+pSUK8CA04DSlGSlu+Cd0IqWEQZuPpVW3s2/Wx36y7rB8rqZGf1n2zajWsmeAy2AVUQaG2b365/RinEeEKMyRlz7YS5WVIKIoZmVbcVJIE4REakJ5GjiIivWx2yRSeaKcPw1joxxWcub8nMhRJOYkC3ZnvLRdruflfrZeq8MLLKE9SRTiefxSmDKoY5rHAPhUEKzbRgLCgeleIh0ggrHR4FR2CvXjyMjjNxmXDvj2rtlpFGmVwBI5BDdjgHLTADWgDB2DwCJ7BK3gznowX4934mLeWjGLmEPyR8fkDbJ6ZEQ==</latexit>
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• No assumption that this comes from incomplete knowledge / 
quantum state /… of any “external world”. 
The P describes fundamental irreducible chances.


• Not the actual 0-1-sequence is relevant, but the computability 
structure that relates the different strings. Analogy: in GR, the 
actual coordinates don’t matter, but the differentiable structure.



2. Postulates of the theory

Postulates of the theory

P(y|x1, x2, . . . , xn),
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An observer’s state can be represented by a binary string (like                                            
x                   ). One (subjective) moment after the other, this 
yields a sequence                                  and the probability 
of the next state y is

where P is conditional algorithmic probability.

x1 = 011010
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x = (x1, x2, . . . , xn),
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• No assumption that this comes from incomplete knowledge / 
quantum state /… of any “external world”. 
The P describes fundamental irreducible chances.


• Not the actual 0-1-sequence is relevant, but the computability 
structure that relates the different strings. Analogy: in GR, the 
actual coordinates don’t matter, but the differentiable structure.
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Probability measures on “histories”: µ(x1, . . . , xn) =?
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37 10. Emergence of objective reality
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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What is algorithmic probability?

2. Postulates of the theory

From observers to physics via algorithmic information theory                                                                                          Markus P. Müller

Probability measures on “histories”: µ(x1, . . . , xn) =?
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.
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ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the
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for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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What is algorithmic probability?

2. Postulates of the theory

From observers to physics via algorithmic information theory                                                                                          Markus P. Müller

Probability measures on “histories”: µ(x1, . . . , xn) =?
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
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for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-

x4 = 110...
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µ(x1, . . . , xn) := µ(x1) · µ(x2) · . . . · µ(xn).
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Probability measures on “histories”: µ(x1, . . . , xn) =?
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37 10. Emergence of objective reality
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-

37 10. Emergence of objective reality

?

0
0
0
1
1
1
0
1

0
1
0
0
1
1
0
1

0
0
0
1
1

0
1
0
0
1
1
0
1

0
0
0
1
1
1
0
1

1
0
0
1
1
0
1

0
0
0
1
1
1
0
1

0
1
0
0
1
1
0
1

0
1
1
0
0
1
1
1

1
1
1
0
0
1
1
0

0
1
1
0
0
1
1
1

1
1
1
0
0
1
1
0

0
1
1
0
0
1

1
1
1
0
0
1
1
0

0
1
1
0
0
1
1
1

1
1
0

0
1
1
0
0
1
1
1

1
1
1
0
0
1
1
0

0
1
1
0
0
1
1
1

1
1
1
0
0
1
1
0

0
1
1
0

1
1
1
0
0
1
1
0

0
1
1
1
0
1
0
1

0
0
1
0
1
0
0
0

0
1
1
0
0
1
1
1

1
1
1
0
0
1
1
0

0
1
1
0
0
1
1
1

1
0
0
1
1
0

FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-

x4 = 110...

(Boring) example: µ(x1) := 2�2`(x1)�1,
<latexit sha1_base64="GY5ZYLEeqBBKY5n/vlgsqsJ0A58=">AAACBXicbVDLSsNAFJ3UV62vqEsRBotQwZakCD5AKLhxWcHYQhPDZDpth84kYWYiltCVG3/FjQsVt/6DO//GaZqFVg9cOJxzL/feE8SMSmVZX0Zhbn5hcam4XFpZXVvfMDe3bmSUCEwcHLFItAMkCaMhcRRVjLRjQRAPGGkFw4uJ37ojQtIovFajmHgc9UPaoxgpLfnmrsuTyr1vH5yd12/Tah26hLFMqNrjQ98sWzUrA/xL7JyUQY6mb3663QgnnIQKMyRlx7Zi5aVIKIoZGZfcRJIY4SHqk46mIeJEemn2xhjua6ULe5HQFSqYqT8nUsSlHPFAd3KkBnLWm4j/eZ1E9U68lIZxokiIp4t6CYMqgpNMYJcKghUbaYKwoPpWiAdIIKx0ciUdgj378l/i1GunNfvqqNxo5GkUwQ7YAxVgg2PQAJegCRyAwQN4Ai/g1Xg0no03433aWjDymW3wC8bHN5SAljA=</latexit><latexit sha1_base64="GY5ZYLEeqBBKY5n/vlgsqsJ0A58=">AAACBXicbVDLSsNAFJ3UV62vqEsRBotQwZakCD5AKLhxWcHYQhPDZDpth84kYWYiltCVG3/FjQsVt/6DO//GaZqFVg9cOJxzL/feE8SMSmVZX0Zhbn5hcam4XFpZXVvfMDe3bmSUCEwcHLFItAMkCaMhcRRVjLRjQRAPGGkFw4uJ37ojQtIovFajmHgc9UPaoxgpLfnmrsuTyr1vH5yd12/Tah26hLFMqNrjQ98sWzUrA/xL7JyUQY6mb3663QgnnIQKMyRlx7Zi5aVIKIoZGZfcRJIY4SHqk46mIeJEemn2xhjua6ULe5HQFSqYqT8nUsSlHPFAd3KkBnLWm4j/eZ1E9U68lIZxokiIp4t6CYMqgpNMYJcKghUbaYKwoPpWiAdIIKx0ciUdgj378l/i1GunNfvqqNxo5GkUwQ7YAxVgg2PQAJegCRyAwQN4Ai/g1Xg0no03433aWjDymW3wC8bHN5SAljA=</latexit><latexit sha1_base64="GY5ZYLEeqBBKY5n/vlgsqsJ0A58=">AAACBXicbVDLSsNAFJ3UV62vqEsRBotQwZakCD5AKLhxWcHYQhPDZDpth84kYWYiltCVG3/FjQsVt/6DO//GaZqFVg9cOJxzL/feE8SMSmVZX0Zhbn5hcam4XFpZXVvfMDe3bmSUCEwcHLFItAMkCaMhcRRVjLRjQRAPGGkFw4uJ37ojQtIovFajmHgc9UPaoxgpLfnmrsuTyr1vH5yd12/Tah26hLFMqNrjQ98sWzUrA/xL7JyUQY6mb3663QgnnIQKMyRlx7Zi5aVIKIoZGZfcRJIY4SHqk46mIeJEemn2xhjua6ULe5HQFSqYqT8nUsSlHPFAd3KkBnLWm4j/eZ1E9U68lIZxokiIp4t6CYMqgpNMYJcKghUbaYKwoPpWiAdIIKx0ciUdgj378l/i1GunNfvqqNxo5GkUwQ7YAxVgg2PQAJegCRyAwQN4Ai/g1Xg0no03433aWjDymW3wC8bHN5SAljA=</latexit><latexit sha1_base64="GY5ZYLEeqBBKY5n/vlgsqsJ0A58=">AAACBXicbVDLSsNAFJ3UV62vqEsRBotQwZakCD5AKLhxWcHYQhPDZDpth84kYWYiltCVG3/FjQsVt/6DO//GaZqFVg9cOJxzL/feE8SMSmVZX0Zhbn5hcam4XFpZXVvfMDe3bmSUCEwcHLFItAMkCaMhcRRVjLRjQRAPGGkFw4uJ37ojQtIovFajmHgc9UPaoxgpLfnmrsuTyr1vH5yd12/Tah26hLFMqNrjQ98sWzUrA/xL7JyUQY6mb3663QgnnIQKMyRlx7Zi5aVIKIoZGZfcRJIY4SHqk46mIeJEemn2xhjua6ULe5HQFSqYqT8nUsSlHPFAd3KkBnLWm4j/eZ1E9U68lIZxokiIp4t6CYMqgpNMYJcKghUbaYKwoPpWiAdIIKx0ciUdgj378l/i1GunNfvqqNxo5GkUwQ7YAxVgg2PQAJegCRyAwQN4Ai/g1Xg0no03433aWjDymW3wC8bHN5SAljA=</latexit>

e.g. µ(1011) = 2�2·4�1 = 2�9,
<latexit sha1_base64="LDCP/lHWV/Egajec/kxE/omyun0=">AAACCXicbVDLSgMxFM3UV62vUZduokWoYMukFLQLoeDGZQXHFjpjyaRpG5rJDElGKEPXbvwVNy5U3PoH7vwb02kXWj1w4eSce8m9J4g5U9pxvqzc0vLK6lp+vbCxubW9Y+/u3aookYS6JOKRbAdYUc4EdTXTnLZjSXEYcNoKRpdTv3VPpWKRuNHjmPohHgjWZwRrI3XtQy9MSshB6OSiepeWqx7pRRrWymiSveuT065ddCpOBviXoDkpgjmaXfvT60UkCanQhGOlOsiJtZ9iqRnhdFLwEkVjTEZ4QDuGChxS5afZKRN4bJQe7EfSlNAwU39OpDhUahwGpjPEeqgWvan4n9dJdP/cT5mIE00FmX3UTzjUEZzmAntMUqL52BBMJDO7QjLEEhNt0iuYENDiyX+JW63UK+i6Vmw05mnkwQE4AiWAwBlogCvQBC4g4AE8gRfwaj1az9ab9T5rzVnzmX3wC9bHN7QFl0w=</latexit><latexit sha1_base64="LDCP/lHWV/Egajec/kxE/omyun0=">AAACCXicbVDLSgMxFM3UV62vUZduokWoYMukFLQLoeDGZQXHFjpjyaRpG5rJDElGKEPXbvwVNy5U3PoH7vwb02kXWj1w4eSce8m9J4g5U9pxvqzc0vLK6lp+vbCxubW9Y+/u3aookYS6JOKRbAdYUc4EdTXTnLZjSXEYcNoKRpdTv3VPpWKRuNHjmPohHgjWZwRrI3XtQy9MSshB6OSiepeWqx7pRRrWymiSveuT065ddCpOBviXoDkpgjmaXfvT60UkCanQhGOlOsiJtZ9iqRnhdFLwEkVjTEZ4QDuGChxS5afZKRN4bJQe7EfSlNAwU39OpDhUahwGpjPEeqgWvan4n9dJdP/cT5mIE00FmX3UTzjUEZzmAntMUqL52BBMJDO7QjLEEhNt0iuYENDiyX+JW63UK+i6Vmw05mnkwQE4AiWAwBlogCvQBC4g4AE8gRfwaj1az9ab9T5rzVnzmX3wC9bHN7QFl0w=</latexit><latexit sha1_base64="LDCP/lHWV/Egajec/kxE/omyun0=">AAACCXicbVDLSgMxFM3UV62vUZduokWoYMukFLQLoeDGZQXHFjpjyaRpG5rJDElGKEPXbvwVNy5U3PoH7vwb02kXWj1w4eSce8m9J4g5U9pxvqzc0vLK6lp+vbCxubW9Y+/u3aookYS6JOKRbAdYUc4EdTXTnLZjSXEYcNoKRpdTv3VPpWKRuNHjmPohHgjWZwRrI3XtQy9MSshB6OSiepeWqx7pRRrWymiSveuT065ddCpOBviXoDkpgjmaXfvT60UkCanQhGOlOsiJtZ9iqRnhdFLwEkVjTEZ4QDuGChxS5afZKRN4bJQe7EfSlNAwU39OpDhUahwGpjPEeqgWvan4n9dJdP/cT5mIE00FmX3UTzjUEZzmAntMUqL52BBMJDO7QjLEEhNt0iuYENDiyX+JW63UK+i6Vmw05mnkwQE4AiWAwBlogCvQBC4g4AE8gRfwaj1az9ab9T5rzVnzmX3wC9bHN7QFl0w=</latexit><latexit sha1_base64="LDCP/lHWV/Egajec/kxE/omyun0=">AAACCXicbVDLSgMxFM3UV62vUZduokWoYMukFLQLoeDGZQXHFjpjyaRpG5rJDElGKEPXbvwVNy5U3PoH7vwb02kXWj1w4eSce8m9J4g5U9pxvqzc0vLK6lp+vbCxubW9Y+/u3aookYS6JOKRbAdYUc4EdTXTnLZjSXEYcNoKRpdTv3VPpWKRuNHjmPohHgjWZwRrI3XtQy9MSshB6OSiepeWqx7pRRrWymiSveuT065ddCpOBviXoDkpgjmaXfvT60UkCanQhGOlOsiJtZ9iqRnhdFLwEkVjTEZ4QDuGChxS5afZKRN4bJQe7EfSlNAwU39OpDhUahwGpjPEeqgWvan4n9dJdP/cT5mIE00FmX3UTzjUEZzmAntMUqL52BBMJDO7QjLEEhNt0iuYENDiyX+JW63UK+i6Vmw05mnkwQE4AiWAwBlogCvQBC4g4AE8gRfwaj1az9ab9T5rzVnzmX3wC9bHN7QFl0w=</latexit>

µ(x1, . . . , xn) := µ(x1) · µ(x2) · . . . · µ(xn).
<latexit sha1_base64="64sUrbRV93UADSln/FWnjc2sFr4=">AAACLXicbVDLSsNAFJ3UV62vqEs3g0VooZSkCD5AKIjgsoKxhSaEyXTaDp1MwsxEWkq/yI2/ogvBB279DadNFrX1wMC559zLnXuCmFGpLOvdyK2srq1v5DcLW9s7u3vm/sGDjBKBiYMjFolWgCRhlBNHUcVIKxYEhQEjzWBwPfWbj0RIGvF7NYqJF6Iep12KkdKSb964YVIa+nbFZZ1IycrQ5+XLq0wsu1iLMK1qaZX2zRu8XPXNolW1ZoDLxM5IEWRo+Oar24lwEhKuMENStm0rVt4YCUUxI5OCm0gSIzxAPdLWlKOQSG88O3cCT7TSgd1I6McVnKnzE2MUSjkKA90ZItWXi95U/M9rJ6p77o0pjxNFOE4XdRMGVQSn2cEOFQQrNtIEYUH1XyHuI4Gw0gkXdAj24snLxKlVL6r23WmxXs/SyIMjcAxKwAZnoA5uQQM4AIMn8AI+wKfxbLwZX8Z32pozsplD8AfGzy/DHKdh</latexit><latexit sha1_base64="64sUrbRV93UADSln/FWnjc2sFr4=">AAACLXicbVDLSsNAFJ3UV62vqEs3g0VooZSkCD5AKIjgsoKxhSaEyXTaDp1MwsxEWkq/yI2/ogvBB279DadNFrX1wMC559zLnXuCmFGpLOvdyK2srq1v5DcLW9s7u3vm/sGDjBKBiYMjFolWgCRhlBNHUcVIKxYEhQEjzWBwPfWbj0RIGvF7NYqJF6Iep12KkdKSb964YVIa+nbFZZ1IycrQ5+XLq0wsu1iLMK1qaZX2zRu8XPXNolW1ZoDLxM5IEWRo+Oar24lwEhKuMENStm0rVt4YCUUxI5OCm0gSIzxAPdLWlKOQSG88O3cCT7TSgd1I6McVnKnzE2MUSjkKA90ZItWXi95U/M9rJ6p77o0pjxNFOE4XdRMGVQSn2cEOFQQrNtIEYUH1XyHuI4Gw0gkXdAj24snLxKlVL6r23WmxXs/SyIMjcAxKwAZnoA5uQQM4AIMn8AI+wKfxbLwZX8Z32pozsplD8AfGzy/DHKdh</latexit><latexit sha1_base64="64sUrbRV93UADSln/FWnjc2sFr4=">AAACLXicbVDLSsNAFJ3UV62vqEs3g0VooZSkCD5AKIjgsoKxhSaEyXTaDp1MwsxEWkq/yI2/ogvBB279DadNFrX1wMC559zLnXuCmFGpLOvdyK2srq1v5DcLW9s7u3vm/sGDjBKBiYMjFolWgCRhlBNHUcVIKxYEhQEjzWBwPfWbj0RIGvF7NYqJF6Iep12KkdKSb964YVIa+nbFZZ1IycrQ5+XLq0wsu1iLMK1qaZX2zRu8XPXNolW1ZoDLxM5IEWRo+Oar24lwEhKuMENStm0rVt4YCUUxI5OCm0gSIzxAPdLWlKOQSG88O3cCT7TSgd1I6McVnKnzE2MUSjkKA90ZItWXi95U/M9rJ6p77o0pjxNFOE4XdRMGVQSn2cEOFQQrNtIEYUH1XyHuI4Gw0gkXdAj24snLxKlVL6r23WmxXs/SyIMjcAxKwAZnoA5uQQM4AIMn8AI+wKfxbLwZX8Z32pozsplD8AfGzy/DHKdh</latexit><latexit sha1_base64="64sUrbRV93UADSln/FWnjc2sFr4=">AAACLXicbVDLSsNAFJ3UV62vqEs3g0VooZSkCD5AKIjgsoKxhSaEyXTaDp1MwsxEWkq/yI2/ogvBB279DadNFrX1wMC559zLnXuCmFGpLOvdyK2srq1v5DcLW9s7u3vm/sGDjBKBiYMjFolWgCRhlBNHUcVIKxYEhQEjzWBwPfWbj0RIGvF7NYqJF6Iep12KkdKSb964YVIa+nbFZZ1IycrQ5+XLq0wsu1iLMK1qaZX2zRu8XPXNolW1ZoDLxM5IEWRo+Oar24lwEhKuMENStm0rVt4YCUUxI5OCm0gSIzxAPdLWlKOQSG88O3cCT7TSgd1I6McVnKnzE2MUSjkKA90ZItWXi95U/M9rJ6p77o0pjxNFOE4XdRMGVQSn2cEOFQQrNtIEYUH1XyHuI4Gw0gkXdAj24snLxKlVL6r23WmxXs/SyIMjcAxKwAZnoA5uQQM4AIMn8AI+wKfxbLwZX8Z32pozsplD8AfGzy/DHKdh</latexit>

Measure:
X

x1

µ(x1) = 1,
<latexit sha1_base64="60BfFoHkepnCzn2DTHV/20jBYds=">AAAB/XicbVDLSgMxFM3UV62vUXHlJliEClJmRFAXQsGNywqOLXSGIZOmbWiSGfIQy1DwV9y4UHHrf7jzb0zbWWj1wOUezrmX3JwkY1Rpz/tySguLS8sr5dXK2vrG5pa7vXOnUiMxCXDKUtlOkCKMChJoqhlpZ5IgnjDSSoZXE791T6SiqbjVo4xEHPUF7VGMtJVidy9Uhsf5Q+yPQ25qth9d+sexW/Xq3hTwL/ELUgUFmrH7GXZTbDgRGjOkVMf3Mh3lSGqKGRlXQqNIhvAQ9UnHUoE4UVE+PX8MD63Shb1U2hIaTtWfGzniSo14Yic50gM1703E/7yO0b3zKKciM5oIPHuoZxjUKZxkAbtUEqzZyBKEJbW3QjxAEmFtE6vYEPz5L/8lwUn9ou7fnFYbjSKNMtgHB6AGfHAGGuAaNEEAMMjBE3gBr86j8+y8Oe+z0ZJT7OyCX3A+vgFEX5SQ</latexit><latexit sha1_base64="60BfFoHkepnCzn2DTHV/20jBYds=">AAAB/XicbVDLSgMxFM3UV62vUXHlJliEClJmRFAXQsGNywqOLXSGIZOmbWiSGfIQy1DwV9y4UHHrf7jzb0zbWWj1wOUezrmX3JwkY1Rpz/tySguLS8sr5dXK2vrG5pa7vXOnUiMxCXDKUtlOkCKMChJoqhlpZ5IgnjDSSoZXE791T6SiqbjVo4xEHPUF7VGMtJVidy9Uhsf5Q+yPQ25qth9d+sexW/Xq3hTwL/ELUgUFmrH7GXZTbDgRGjOkVMf3Mh3lSGqKGRlXQqNIhvAQ9UnHUoE4UVE+PX8MD63Shb1U2hIaTtWfGzniSo14Yic50gM1703E/7yO0b3zKKciM5oIPHuoZxjUKZxkAbtUEqzZyBKEJbW3QjxAEmFtE6vYEPz5L/8lwUn9ou7fnFYbjSKNMtgHB6AGfHAGGuAaNEEAMMjBE3gBr86j8+y8Oe+z0ZJT7OyCX3A+vgFEX5SQ</latexit><latexit sha1_base64="60BfFoHkepnCzn2DTHV/20jBYds=">AAAB/XicbVDLSgMxFM3UV62vUXHlJliEClJmRFAXQsGNywqOLXSGIZOmbWiSGfIQy1DwV9y4UHHrf7jzb0zbWWj1wOUezrmX3JwkY1Rpz/tySguLS8sr5dXK2vrG5pa7vXOnUiMxCXDKUtlOkCKMChJoqhlpZ5IgnjDSSoZXE791T6SiqbjVo4xEHPUF7VGMtJVidy9Uhsf5Q+yPQ25qth9d+sexW/Xq3hTwL/ELUgUFmrH7GXZTbDgRGjOkVMf3Mh3lSGqKGRlXQqNIhvAQ9UnHUoE4UVE+PX8MD63Shb1U2hIaTtWfGzniSo14Yic50gM1703E/7yO0b3zKKciM5oIPHuoZxjUKZxkAbtUEqzZyBKEJbW3QjxAEmFtE6vYEPz5L/8lwUn9ou7fnFYbjSKNMtgHB6AGfHAGGuAaNEEAMMjBE3gBr86j8+y8Oe+z0ZJT7OyCX3A+vgFEX5SQ</latexit><latexit sha1_base64="60BfFoHkepnCzn2DTHV/20jBYds=">AAAB/XicbVDLSgMxFM3UV62vUXHlJliEClJmRFAXQsGNywqOLXSGIZOmbWiSGfIQy1DwV9y4UHHrf7jzb0zbWWj1wOUezrmX3JwkY1Rpz/tySguLS8sr5dXK2vrG5pa7vXOnUiMxCXDKUtlOkCKMChJoqhlpZ5IgnjDSSoZXE791T6SiqbjVo4xEHPUF7VGMtJVidy9Uhsf5Q+yPQ25qth9d+sexW/Xq3hTwL/ELUgUFmrH7GXZTbDgRGjOkVMf3Mh3lSGqKGRlXQqNIhvAQ9UnHUoE4UVE+PX8MD63Shb1U2hIaTtWfGzniSo14Yic50gM1703E/7yO0b3zKKciM5oIPHuoZxjUKZxkAbtUEqzZyBKEJbW3QjxAEmFtE6vYEPz5L/8lwUn9ou7fnFYbjSKNMtgHB6AGfHAGGuAaNEEAMMjBE3gBr86j8+y8Oe+z0ZJT7OyCX3A+vgFEX5SQ</latexit>

X

xn+1

µ(x1, . . . , xn, xn+1) = µ(x1, . . . , xn).

<latexit sha1_base64="tLKyHmwBPyB6wxd+aaGWFSrKtdE=">AAACJnicbVDLSsNAFJ3UV62vqEs3wSK0WEoigrpQCm5cVrC20JQwmU7bofMIMxNpCfkbN/6KG8EH4s5Pcdpmoa0HLhzOuZd77wkjSpR23S8rt7S8srqWXy9sbG5t79i7e/dKxBLhBhJUyFYIFaaE44YmmuJWJDFkIcXNcHg98ZsPWCoi+J0eR7jDYJ+THkFQGymwr3wVsyAZBQk/9tLUZ3FpFHgVn3aFVpVRwCuZVb5c9MrVwC66VXcKZ5F4GSmCDPXAfvW7AsUMc40oVKrtuZHuJFBqgihOC36scATREPZx21AOGVadZPpn6hwZpev0hDTFtTNVf08kkCk1ZqHpZFAP1Lw3Ef/z2rHunXcSwqNYY45mi3oxdbRwJqE5XSIx0nRsCESSmFsdNIASIm2iLZgQvPmXF0njpHpR9W5Pi7ValkYeHIBDUAIeOAM1cAPqoAEQeATP4A28W0/Wi/Vhfc5ac1Y2sw/+wPr+AVWkpSY=</latexit><latexit sha1_base64="tLKyHmwBPyB6wxd+aaGWFSrKtdE=">AAACJnicbVDLSsNAFJ3UV62vqEs3wSK0WEoigrpQCm5cVrC20JQwmU7bofMIMxNpCfkbN/6KG8EH4s5Pcdpmoa0HLhzOuZd77wkjSpR23S8rt7S8srqWXy9sbG5t79i7e/dKxBLhBhJUyFYIFaaE44YmmuJWJDFkIcXNcHg98ZsPWCoi+J0eR7jDYJ+THkFQGymwr3wVsyAZBQk/9tLUZ3FpFHgVn3aFVpVRwCuZVb5c9MrVwC66VXcKZ5F4GSmCDPXAfvW7AsUMc40oVKrtuZHuJFBqgihOC36scATREPZx21AOGVadZPpn6hwZpev0hDTFtTNVf08kkCk1ZqHpZFAP1Lw3Ef/z2rHunXcSwqNYY45mi3oxdbRwJqE5XSIx0nRsCESSmFsdNIASIm2iLZgQvPmXF0njpHpR9W5Pi7ValkYeHIBDUAIeOAM1cAPqoAEQeATP4A28W0/Wi/Vhfc5ac1Y2sw/+wPr+AVWkpSY=</latexit><latexit sha1_base64="tLKyHmwBPyB6wxd+aaGWFSrKtdE=">AAACJnicbVDLSsNAFJ3UV62vqEs3wSK0WEoigrpQCm5cVrC20JQwmU7bofMIMxNpCfkbN/6KG8EH4s5Pcdpmoa0HLhzOuZd77wkjSpR23S8rt7S8srqWXy9sbG5t79i7e/dKxBLhBhJUyFYIFaaE44YmmuJWJDFkIcXNcHg98ZsPWCoi+J0eR7jDYJ+THkFQGymwr3wVsyAZBQk/9tLUZ3FpFHgVn3aFVpVRwCuZVb5c9MrVwC66VXcKZ5F4GSmCDPXAfvW7AsUMc40oVKrtuZHuJFBqgihOC36scATREPZx21AOGVadZPpn6hwZpev0hDTFtTNVf08kkCk1ZqHpZFAP1Lw3Ef/z2rHunXcSwqNYY45mi3oxdbRwJqE5XSIx0nRsCESSmFsdNIASIm2iLZgQvPmXF0njpHpR9W5Pi7ValkYeHIBDUAIeOAM1cAPqoAEQeATP4A28W0/Wi/Vhfc5ac1Y2sw/+wPr+AVWkpSY=</latexit><latexit sha1_base64="tLKyHmwBPyB6wxd+aaGWFSrKtdE=">AAACJnicbVDLSsNAFJ3UV62vqEs3wSK0WEoigrpQCm5cVrC20JQwmU7bofMIMxNpCfkbN/6KG8EH4s5Pcdpmoa0HLhzOuZd77wkjSpR23S8rt7S8srqWXy9sbG5t79i7e/dKxBLhBhJUyFYIFaaE44YmmuJWJDFkIcXNcHg98ZsPWCoi+J0eR7jDYJ+THkFQGymwr3wVsyAZBQk/9tLUZ3FpFHgVn3aFVpVRwCuZVb5c9MrVwC66VXcKZ5F4GSmCDPXAfvW7AsUMc40oVKrtuZHuJFBqgihOC36scATREPZx21AOGVadZPpn6hwZpev0hDTFtTNVf08kkCk1ZqHpZFAP1Lw3Ef/z2rHunXcSwqNYY45mi3oxdbRwJqE5XSIx0nRsCESSmFsdNIASIm2iLZgQvPmXF0njpHpR9W5Pi7ValkYeHIBDUAIeOAM1cAPqoAEQeATP4A28W0/Wi/Vhfc5ac1Y2sw/+wPr+AVWkpSY=</latexit>
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-

37 10. Emergence of objective reality

?

0
0
0
1
1
1
0
1

0
1
0
0
1
1
0
1

0
0
0
1
1

0
1
0
0
1
1
0
1

0
0
0
1
1
1
0
1

1
0
0
1
1
0
1

0
0
0
1
1
1
0
1

0
1
0
0
1
1
0
1

0
1
1
0
0
1
1
1

1
1
1
0
0
1
1
0

0
1
1
0
0
1
1
1

1
1
1
0
0
1
1
0

0
1
1
0
0
1

1
1
1
0
0
1
1
0

0
1
1
0
0
1
1
1

1
1
0

0
1
1
0
0
1
1
1

1
1
1
0
0
1
1
0

0
1
1
0
0
1
1
1

1
1
1
0
0
1
1
0

0
1
1
0

1
1
1
0
0
1
1
0

0
1
1
1
0
1
0
1

0
0
1
0
1
0
0
0

0
1
1
0
0
1
1
1

1
1
1
0
0
1
1
0

0
1
1
0
0
1
1
1

1
0
0
1
1
0

FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the
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for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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<latexit sha1_base64="60BfFoHkepnCzn2DTHV/20jBYds=">AAAB/XicbVDLSgMxFM3UV62vUXHlJliEClJmRFAXQsGNywqOLXSGIZOmbWiSGfIQy1DwV9y4UHHrf7jzb0zbWWj1wOUezrmX3JwkY1Rpz/tySguLS8sr5dXK2vrG5pa7vXOnUiMxCXDKUtlOkCKMChJoqhlpZ5IgnjDSSoZXE791T6SiqbjVo4xEHPUF7VGMtJVidy9Uhsf5Q+yPQ25qth9d+sexW/Xq3hTwL/ELUgUFmrH7GXZTbDgRGjOkVMf3Mh3lSGqKGRlXQqNIhvAQ9UnHUoE4UVE+PX8MD63Shb1U2hIaTtWfGzniSo14Yic50gM1703E/7yO0b3zKKciM5oIPHuoZxjUKZxkAbtUEqzZyBKEJbW3QjxAEmFtE6vYEPz5L/8lwUn9ou7fnFYbjSKNMtgHB6AGfHAGGuAaNEEAMMjBE3gBr86j8+y8Oe+z0ZJT7OyCX3A+vgFEX5SQ</latexit><latexit sha1_base64="60BfFoHkepnCzn2DTHV/20jBYds=">AAAB/XicbVDLSgMxFM3UV62vUXHlJliEClJmRFAXQsGNywqOLXSGIZOmbWiSGfIQy1DwV9y4UHHrf7jzb0zbWWj1wOUezrmX3JwkY1Rpz/tySguLS8sr5dXK2vrG5pa7vXOnUiMxCXDKUtlOkCKMChJoqhlpZ5IgnjDSSoZXE791T6SiqbjVo4xEHPUF7VGMtJVidy9Uhsf5Q+yPQ25qth9d+sexW/Xq3hTwL/ELUgUFmrH7GXZTbDgRGjOkVMf3Mh3lSGqKGRlXQqNIhvAQ9UnHUoE4UVE+PX8MD63Shb1U2hIaTtWfGzniSo14Yic50gM1703E/7yO0b3zKKciM5oIPHuoZxjUKZxkAbtUEqzZyBKEJbW3QjxAEmFtE6vYEPz5L/8lwUn9ou7fnFYbjSKNMtgHB6AGfHAGGuAaNEEAMMjBE3gBr86j8+y8Oe+z0ZJT7OyCX3A+vgFEX5SQ</latexit><latexit sha1_base64="60BfFoHkepnCzn2DTHV/20jBYds=">AAAB/XicbVDLSgMxFM3UV62vUXHlJliEClJmRFAXQsGNywqOLXSGIZOmbWiSGfIQy1DwV9y4UHHrf7jzb0zbWWj1wOUezrmX3JwkY1Rpz/tySguLS8sr5dXK2vrG5pa7vXOnUiMxCXDKUtlOkCKMChJoqhlpZ5IgnjDSSoZXE791T6SiqbjVo4xEHPUF7VGMtJVidy9Uhsf5Q+yPQ25qth9d+sexW/Xq3hTwL/ELUgUFmrH7GXZTbDgRGjOkVMf3Mh3lSGqKGRlXQqNIhvAQ9UnHUoE4UVE+PX8MD63Shb1U2hIaTtWfGzniSo14Yic50gM1703E/7yO0b3zKKciM5oIPHuoZxjUKZxkAbtUEqzZyBKEJbW3QjxAEmFtE6vYEPz5L/8lwUn9ou7fnFYbjSKNMtgHB6AGfHAGGuAaNEEAMMjBE3gBr86j8+y8Oe+z0ZJT7OyCX3A+vgFEX5SQ</latexit><latexit sha1_base64="60BfFoHkepnCzn2DTHV/20jBYds=">AAAB/XicbVDLSgMxFM3UV62vUXHlJliEClJmRFAXQsGNywqOLXSGIZOmbWiSGfIQy1DwV9y4UHHrf7jzb0zbWWj1wOUezrmX3JwkY1Rpz/tySguLS8sr5dXK2vrG5pa7vXOnUiMxCXDKUtlOkCKMChJoqhlpZ5IgnjDSSoZXE791T6SiqbjVo4xEHPUF7VGMtJVidy9Uhsf5Q+yPQ25qth9d+sexW/Xq3hTwL/ELUgUFmrH7GXZTbDgRGjOkVMf3Mh3lSGqKGRlXQqNIhvAQ9UnHUoE4UVE+PX8MD63Shb1U2hIaTtWfGzniSo14Yic50gM1703E/7yO0b3zKKciM5oIPHuoZxjUKZxkAbtUEqzZyBKEJbW3QjxAEmFtE6vYEPz5L/8lwUn9ou7fnFYbjSKNMtgHB6AGfHAGGuAaNEEAMMjBE3gBr86j8+y8Oe+z0ZJT7OyCX3A+vgFEX5SQ</latexit>

X

xn+1

µ(x1, . . . , xn, xn+1) = µ(x1, . . . , xn).

<latexit sha1_base64="tLKyHmwBPyB6wxd+aaGWFSrKtdE=">AAACJnicbVDLSsNAFJ3UV62vqEs3wSK0WEoigrpQCm5cVrC20JQwmU7bofMIMxNpCfkbN/6KG8EH4s5Pcdpmoa0HLhzOuZd77wkjSpR23S8rt7S8srqWXy9sbG5t79i7e/dKxBLhBhJUyFYIFaaE44YmmuJWJDFkIcXNcHg98ZsPWCoi+J0eR7jDYJ+THkFQGymwr3wVsyAZBQk/9tLUZ3FpFHgVn3aFVpVRwCuZVb5c9MrVwC66VXcKZ5F4GSmCDPXAfvW7AsUMc40oVKrtuZHuJFBqgihOC36scATREPZx21AOGVadZPpn6hwZpev0hDTFtTNVf08kkCk1ZqHpZFAP1Lw3Ef/z2rHunXcSwqNYY45mi3oxdbRwJqE5XSIx0nRsCESSmFsdNIASIm2iLZgQvPmXF0njpHpR9W5Pi7ValkYeHIBDUAIeOAM1cAPqoAEQeATP4A28W0/Wi/Vhfc5ac1Y2sw/+wPr+AVWkpSY=</latexit><latexit sha1_base64="tLKyHmwBPyB6wxd+aaGWFSrKtdE=">AAACJnicbVDLSsNAFJ3UV62vqEs3wSK0WEoigrpQCm5cVrC20JQwmU7bofMIMxNpCfkbN/6KG8EH4s5Pcdpmoa0HLhzOuZd77wkjSpR23S8rt7S8srqWXy9sbG5t79i7e/dKxBLhBhJUyFYIFaaE44YmmuJWJDFkIcXNcHg98ZsPWCoi+J0eR7jDYJ+THkFQGymwr3wVsyAZBQk/9tLUZ3FpFHgVn3aFVpVRwCuZVb5c9MrVwC66VXcKZ5F4GSmCDPXAfvW7AsUMc40oVKrtuZHuJFBqgihOC36scATREPZx21AOGVadZPpn6hwZpev0hDTFtTNVf08kkCk1ZqHpZFAP1Lw3Ef/z2rHunXcSwqNYY45mi3oxdbRwJqE5XSIx0nRsCESSmFsdNIASIm2iLZgQvPmXF0njpHpR9W5Pi7ValkYeHIBDUAIeOAM1cAPqoAEQeATP4A28W0/Wi/Vhfc5ac1Y2sw/+wPr+AVWkpSY=</latexit><latexit sha1_base64="tLKyHmwBPyB6wxd+aaGWFSrKtdE=">AAACJnicbVDLSsNAFJ3UV62vqEs3wSK0WEoigrpQCm5cVrC20JQwmU7bofMIMxNpCfkbN/6KG8EH4s5Pcdpmoa0HLhzOuZd77wkjSpR23S8rt7S8srqWXy9sbG5t79i7e/dKxBLhBhJUyFYIFaaE44YmmuJWJDFkIcXNcHg98ZsPWCoi+J0eR7jDYJ+THkFQGymwr3wVsyAZBQk/9tLUZ3FpFHgVn3aFVpVRwCuZVb5c9MrVwC66VXcKZ5F4GSmCDPXAfvW7AsUMc40oVKrtuZHuJFBqgihOC36scATREPZx21AOGVadZPpn6hwZpev0hDTFtTNVf08kkCk1ZqHpZFAP1Lw3Ef/z2rHunXcSwqNYY45mi3oxdbRwJqE5XSIx0nRsCESSmFsdNIASIm2iLZgQvPmXF0njpHpR9W5Pi7ValkYeHIBDUAIeOAM1cAPqoAEQeATP4A28W0/Wi/Vhfc5ac1Y2sw/+wPr+AVWkpSY=</latexit><latexit sha1_base64="tLKyHmwBPyB6wxd+aaGWFSrKtdE=">AAACJnicbVDLSsNAFJ3UV62vqEs3wSK0WEoigrpQCm5cVrC20JQwmU7bofMIMxNpCfkbN/6KG8EH4s5Pcdpmoa0HLhzOuZd77wkjSpR23S8rt7S8srqWXy9sbG5t79i7e/dKxBLhBhJUyFYIFaaE44YmmuJWJDFkIcXNcHg98ZsPWCoi+J0eR7jDYJ+THkFQGymwr3wVsyAZBQk/9tLUZ3FpFHgVn3aFVpVRwCuZVb5c9MrVwC66VXcKZ5F4GSmCDPXAfvW7AsUMc40oVKrtuZHuJFBqgihOC36scATREPZx21AOGVadZPpn6hwZpev0hDTFtTNVf08kkCk1ZqHpZFAP1Lw3Ef/z2rHunXcSwqNYY45mi3oxdbRwJqE5XSIx0nRsCESSmFsdNIASIm2iLZgQvPmXF0njpHpR9W5Pi7ValkYeHIBDUAIeOAM1cAPqoAEQeATP4A28W0/Wi/Vhfc5ac1Y2sw/+wPr+AVWkpSY=</latexit>

Semimeasure: Same with “   “ instead of “=“.
<latexit sha1_base64="JA6J8PiEjr2/uYpGlg0fOBrYByk=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3gxWMFYwttKJvtpF26m8TdjVBC/4IXDype/UXe/Ddu2hy09cHA470ZZuaFqeDauO63s7K6tr6xWdmqbu/s7u3XDg4fdJIphj5LRKI6IdUoeIy+4UZgJ1VIZSiwHY5vCr/9hErzJL43kxQDSYcxjzijppB6Ah/7tbrbcGcgy8QrSR1KtPq1r94gYZnE2DBBte56bmqCnCrDmcBptZdpTCkb0yF2LY2pRB3ks1un5NQqAxIlylZsyEz9PZFTqfVEhrZTUjPSi14h/ud1MxNdBTmP08xgzOaLokwQk5DicTLgCpkRE0soU9zeStiIKsqMjadqQ/AWX14m/nnjuuHdXdSbzTKNChzDCZyBB5fQhFtogQ8MRvAMr/DmSOfFeXc+5q0rTjlzBH/gfP4AgZWOEg==</latexit><latexit sha1_base64="JA6J8PiEjr2/uYpGlg0fOBrYByk=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3gxWMFYwttKJvtpF26m8TdjVBC/4IXDype/UXe/Ddu2hy09cHA470ZZuaFqeDauO63s7K6tr6xWdmqbu/s7u3XDg4fdJIphj5LRKI6IdUoeIy+4UZgJ1VIZSiwHY5vCr/9hErzJL43kxQDSYcxjzijppB6Ah/7tbrbcGcgy8QrSR1KtPq1r94gYZnE2DBBte56bmqCnCrDmcBptZdpTCkb0yF2LY2pRB3ks1un5NQqAxIlylZsyEz9PZFTqfVEhrZTUjPSi14h/ud1MxNdBTmP08xgzOaLokwQk5DicTLgCpkRE0soU9zeStiIKsqMjadqQ/AWX14m/nnjuuHdXdSbzTKNChzDCZyBB5fQhFtogQ8MRvAMr/DmSOfFeXc+5q0rTjlzBH/gfP4AgZWOEg==</latexit><latexit sha1_base64="JA6J8PiEjr2/uYpGlg0fOBrYByk=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3gxWMFYwttKJvtpF26m8TdjVBC/4IXDype/UXe/Ddu2hy09cHA470ZZuaFqeDauO63s7K6tr6xWdmqbu/s7u3XDg4fdJIphj5LRKI6IdUoeIy+4UZgJ1VIZSiwHY5vCr/9hErzJL43kxQDSYcxjzijppB6Ah/7tbrbcGcgy8QrSR1KtPq1r94gYZnE2DBBte56bmqCnCrDmcBptZdpTCkb0yF2LY2pRB3ks1un5NQqAxIlylZsyEz9PZFTqfVEhrZTUjPSi14h/ud1MxNdBTmP08xgzOaLokwQk5DicTLgCpkRE0soU9zeStiIKsqMjadqQ/AWX14m/nnjuuHdXdSbzTKNChzDCZyBB5fQhFtogQ8MRvAMr/DmSOfFeXc+5q0rTjlzBH/gfP4AgZWOEg==</latexit><latexit sha1_base64="JA6J8PiEjr2/uYpGlg0fOBrYByk=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3gxWMFYwttKJvtpF26m8TdjVBC/4IXDype/UXe/Ddu2hy09cHA470ZZuaFqeDauO63s7K6tr6xWdmqbu/s7u3XDg4fdJIphj5LRKI6IdUoeIy+4UZgJ1VIZSiwHY5vCr/9hErzJL43kxQDSYcxjzijppB6Ah/7tbrbcGcgy8QrSR1KtPq1r94gYZnE2DBBte56bmqCnCrDmcBptZdpTCkb0yF2LY2pRB3ks1un5NQqAxIlylZsyEz9PZFTqfVEhrZTUjPSi14h/ud1MxNdBTmP08xgzOaLokwQk5DicTLgCpkRE0soU9zeStiIKsqMjadqQ/AWX14m/nnjuuHdXdSbzTKNChzDCZyBB5fQhFtogQ8MRvAMr/DmSOfFeXc+5q0rTjlzBH/gfP4AgZWOEg==</latexit>

A (semi)measure is computable if there is a computer program that,

on input                    and              outputs an             approximation 
to

x1, . . . , xn
<latexit sha1_base64="iEs4b5LZBCbtUB6lE4kPWZG8sqA=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBQymJCOqt4MVjBWMLbQybzaZdutmE3Ym2hP4PLx5UvPpjvPlv3LY5aOuDgcd7M8zMC1LBNdj2t1VaWV1b3yhvVra2d3b3qvsH9zrJFGUuTUSiOgHRTHDJXOAgWCdVjMSBYO1geD31249MaZ7IOxinzItJX/KIUwJGehj5Tr0nwgR0feRLv1qzG/YMeJk4BamhAi2/+tULE5rFTAIVROuuY6fg5UQBp4JNKr1Ms5TQIemzrqGSxEx7+ezqCT4xSoijRJmSgGfq74mcxFqP48B0xgQGetGbiv953QyiSy/nMs2ASTpfFGUCQ4KnEeCQK0ZBjA0hVHFzK6YDoggFE1TFhOAsvrxM3LPGVcO5Pa81m0UaZXSEjtEpctAFaqIb1EIuokihZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gBpcJH/</latexit><latexit sha1_base64="iEs4b5LZBCbtUB6lE4kPWZG8sqA=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBQymJCOqt4MVjBWMLbQybzaZdutmE3Ym2hP4PLx5UvPpjvPlv3LY5aOuDgcd7M8zMC1LBNdj2t1VaWV1b3yhvVra2d3b3qvsH9zrJFGUuTUSiOgHRTHDJXOAgWCdVjMSBYO1geD31249MaZ7IOxinzItJX/KIUwJGehj5Tr0nwgR0feRLv1qzG/YMeJk4BamhAi2/+tULE5rFTAIVROuuY6fg5UQBp4JNKr1Ms5TQIemzrqGSxEx7+ezqCT4xSoijRJmSgGfq74mcxFqP48B0xgQGetGbiv953QyiSy/nMs2ASTpfFGUCQ4KnEeCQK0ZBjA0hVHFzK6YDoggFE1TFhOAsvrxM3LPGVcO5Pa81m0UaZXSEjtEpctAFaqIb1EIuokihZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gBpcJH/</latexit><latexit sha1_base64="iEs4b5LZBCbtUB6lE4kPWZG8sqA=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBQymJCOqt4MVjBWMLbQybzaZdutmE3Ym2hP4PLx5UvPpjvPlv3LY5aOuDgcd7M8zMC1LBNdj2t1VaWV1b3yhvVra2d3b3qvsH9zrJFGUuTUSiOgHRTHDJXOAgWCdVjMSBYO1geD31249MaZ7IOxinzItJX/KIUwJGehj5Tr0nwgR0feRLv1qzG/YMeJk4BamhAi2/+tULE5rFTAIVROuuY6fg5UQBp4JNKr1Ms5TQIemzrqGSxEx7+ezqCT4xSoijRJmSgGfq74mcxFqP48B0xgQGetGbiv953QyiSy/nMs2ASTpfFGUCQ4KnEeCQK0ZBjA0hVHFzK6YDoggFE1TFhOAsvrxM3LPGVcO5Pa81m0UaZXSEjtEpctAFaqIb1EIuokihZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gBpcJH/</latexit><latexit sha1_base64="iEs4b5LZBCbtUB6lE4kPWZG8sqA=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBQymJCOqt4MVjBWMLbQybzaZdutmE3Ym2hP4PLx5UvPpjvPlv3LY5aOuDgcd7M8zMC1LBNdj2t1VaWV1b3yhvVra2d3b3qvsH9zrJFGUuTUSiOgHRTHDJXOAgWCdVjMSBYO1geD31249MaZ7IOxinzItJX/KIUwJGehj5Tr0nwgR0feRLv1qzG/YMeJk4BamhAi2/+tULE5rFTAIVROuuY6fg5UQBp4JNKr1Ms5TQIemzrqGSxEx7+ezqCT4xSoijRJmSgGfq74mcxFqP48B0xgQGetGbiv953QyiSy/nMs2ASTpfFGUCQ4KnEeCQK0ZBjA0hVHFzK6YDoggFE1TFhOAsvrxM3LPGVcO5Pa81m0UaZXSEjtEpctAFaqIb1EIuokihZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gBpcJH/</latexit>

m 2 N
<latexit sha1_base64="Tg563s2k5JBhJwB+KSoLudv6iLI=">AAAB9HicbVBNSwMxFHzrZ61fVY9egkXwVHZFUG8FL56kgmsL3bVk02wbmmSXJKuUpf/DiwcVr/4Yb/4bs+0etHUgMMy8x5tMlHKmjet+O0vLK6tr65WN6ubW9s5ubW//XieZItQnCU9UJ8Kaciapb5jhtJMqikXEaTsaXRV++5EqzRJ5Z8YpDQUeSBYzgo2VHkTAZCCwGUZRfjPp1epuw50CLRKvJHUo0erVvoJ+QjJBpSEca9313NSEOVaGEU4n1SDTNMVkhAe0a6nEguown6aeoGOr9FGcKPukQVP190aOhdZjEdnJIqGe9wrxP6+bmfgizJlMM0MlmR2KM45MgooKUJ8pSgwfW4KJYjYrIkOsMDG2qKotwZv/8iLxTxuXDe/2rN5slm1U4BCO4AQ8OIcmXEMLfCCg4Ble4c15cl6cd+djNrrklDsH8AfO5w89C5KI</latexit><latexit sha1_base64="Tg563s2k5JBhJwB+KSoLudv6iLI=">AAAB9HicbVBNSwMxFHzrZ61fVY9egkXwVHZFUG8FL56kgmsL3bVk02wbmmSXJKuUpf/DiwcVr/4Yb/4bs+0etHUgMMy8x5tMlHKmjet+O0vLK6tr65WN6ubW9s5ubW//XieZItQnCU9UJ8Kaciapb5jhtJMqikXEaTsaXRV++5EqzRJ5Z8YpDQUeSBYzgo2VHkTAZCCwGUZRfjPp1epuw50CLRKvJHUo0erVvoJ+QjJBpSEca9313NSEOVaGEU4n1SDTNMVkhAe0a6nEguown6aeoGOr9FGcKPukQVP190aOhdZjEdnJIqGe9wrxP6+bmfgizJlMM0MlmR2KM45MgooKUJ8pSgwfW4KJYjYrIkOsMDG2qKotwZv/8iLxTxuXDe/2rN5slm1U4BCO4AQ8OIcmXEMLfCCg4Ble4c15cl6cd+djNrrklDsH8AfO5w89C5KI</latexit><latexit sha1_base64="Tg563s2k5JBhJwB+KSoLudv6iLI=">AAAB9HicbVBNSwMxFHzrZ61fVY9egkXwVHZFUG8FL56kgmsL3bVk02wbmmSXJKuUpf/DiwcVr/4Yb/4bs+0etHUgMMy8x5tMlHKmjet+O0vLK6tr65WN6ubW9s5ubW//XieZItQnCU9UJ8Kaciapb5jhtJMqikXEaTsaXRV++5EqzRJ5Z8YpDQUeSBYzgo2VHkTAZCCwGUZRfjPp1epuw50CLRKvJHUo0erVvoJ+QjJBpSEca9313NSEOVaGEU4n1SDTNMVkhAe0a6nEguown6aeoGOr9FGcKPukQVP190aOhdZjEdnJIqGe9wrxP6+bmfgizJlMM0MlmR2KM45MgooKUJ8pSgwfW4KJYjYrIkOsMDG2qKotwZv/8iLxTxuXDe/2rN5slm1U4BCO4AQ8OIcmXEMLfCCg4Ble4c15cl6cd+djNrrklDsH8AfO5w89C5KI</latexit><latexit sha1_base64="Tg563s2k5JBhJwB+KSoLudv6iLI=">AAAB9HicbVBNSwMxFHzrZ61fVY9egkXwVHZFUG8FL56kgmsL3bVk02wbmmSXJKuUpf/DiwcVr/4Yb/4bs+0etHUgMMy8x5tMlHKmjet+O0vLK6tr65WN6ubW9s5ubW//XieZItQnCU9UJ8Kaciapb5jhtJMqikXEaTsaXRV++5EqzRJ5Z8YpDQUeSBYzgo2VHkTAZCCwGUZRfjPp1epuw50CLRKvJHUo0erVvoJ+QjJBpSEca9313NSEOVaGEU4n1SDTNMVkhAe0a6nEguown6aeoGOr9FGcKPukQVP190aOhdZjEdnJIqGe9wrxP6+bmfgizJlMM0MlmR2KM45MgooKUJ8pSgwfW4KJYjYrIkOsMDG2qKotwZv/8iLxTxuXDe/2rN5slm1U4BCO4AQ8OIcmXEMLfCCg4Ble4c15cl6cd+djNrrklDsH8AfO5w89C5KI</latexit>

(1/m)�
<latexit sha1_base64="UWDhGt2aazXWXzL36NLR8VeVJIM=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69BItQD9ZEBPVW8OKxgmkLbSib7aZdux9hdyOU0P/gxYOKV3+QN/+N2zYHbX0w8Hhvhpl5UcKoNp737RRWVtfWN4qbpa3tnd298v5BU8tUYRJgyaRqR0gTRgUJDDWMtBNFEI8YaUWj26nfeiJKUykezDghIUcDQWOKkbFSs+qf89OzXrni1bwZ3GXi56QCORq98le3L3HKiTCYIa07vpeYMEPKUMzIpNRNNUkQHqEB6VgqECc6zGbXTtwTq/TdWCpbwrgz9fdEhrjWYx7ZTo7MUC96U/E/r5Oa+DrMqEhSQwSeL4pT5hrpTl93+1QRbNjYEoQVtbe6eIgUwsYGVLIh+IsvL5PgonZT8+8vK/V6nkYRjuAYquDDFdThDhoQAIZHeIZXeHOk8+K8Ox/z1oKTzxzCHzifP067jdM=</latexit><latexit sha1_base64="UWDhGt2aazXWXzL36NLR8VeVJIM=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69BItQD9ZEBPVW8OKxgmkLbSib7aZdux9hdyOU0P/gxYOKV3+QN/+N2zYHbX0w8Hhvhpl5UcKoNp737RRWVtfWN4qbpa3tnd298v5BU8tUYRJgyaRqR0gTRgUJDDWMtBNFEI8YaUWj26nfeiJKUykezDghIUcDQWOKkbFSs+qf89OzXrni1bwZ3GXi56QCORq98le3L3HKiTCYIa07vpeYMEPKUMzIpNRNNUkQHqEB6VgqECc6zGbXTtwTq/TdWCpbwrgz9fdEhrjWYx7ZTo7MUC96U/E/r5Oa+DrMqEhSQwSeL4pT5hrpTl93+1QRbNjYEoQVtbe6eIgUwsYGVLIh+IsvL5PgonZT8+8vK/V6nkYRjuAYquDDFdThDhoQAIZHeIZXeHOk8+K8Ox/z1oKTzxzCHzifP067jdM=</latexit><latexit sha1_base64="UWDhGt2aazXWXzL36NLR8VeVJIM=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69BItQD9ZEBPVW8OKxgmkLbSib7aZdux9hdyOU0P/gxYOKV3+QN/+N2zYHbX0w8Hhvhpl5UcKoNp737RRWVtfWN4qbpa3tnd298v5BU8tUYRJgyaRqR0gTRgUJDDWMtBNFEI8YaUWj26nfeiJKUykezDghIUcDQWOKkbFSs+qf89OzXrni1bwZ3GXi56QCORq98le3L3HKiTCYIa07vpeYMEPKUMzIpNRNNUkQHqEB6VgqECc6zGbXTtwTq/TdWCpbwrgz9fdEhrjWYx7ZTo7MUC96U/E/r5Oa+DrMqEhSQwSeL4pT5hrpTl93+1QRbNjYEoQVtbe6eIgUwsYGVLIh+IsvL5PgonZT8+8vK/V6nkYRjuAYquDDFdThDhoQAIZHeIZXeHOk8+K8Ox/z1oKTzxzCHzifP067jdM=</latexit><latexit sha1_base64="UWDhGt2aazXWXzL36NLR8VeVJIM=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69BItQD9ZEBPVW8OKxgmkLbSib7aZdux9hdyOU0P/gxYOKV3+QN/+N2zYHbX0w8Hhvhpl5UcKoNp737RRWVtfWN4qbpa3tnd298v5BU8tUYRJgyaRqR0gTRgUJDDWMtBNFEI8YaUWj26nfeiJKUykezDghIUcDQWOKkbFSs+qf89OzXrni1bwZ3GXi56QCORq98le3L3HKiTCYIa07vpeYMEPKUMzIpNRNNUkQHqEB6VgqECc6zGbXTtwTq/TdWCpbwrgz9fdEhrjWYx7ZTo7MUC96U/E/r5Oa+DrMqEhSQwSeL4pT5hrpTl93+1QRbNjYEoQVtbe6eIgUwsYGVLIh+IsvL5PgonZT8+8vK/V6nkYRjuAYquDDFdThDhoQAIZHeIZXeHOk8+K8Ox/z1oKTzxzCHzifP067jdM=</latexit>

µ(x1, . . . , xn).
<latexit sha1_base64="mFkhA6vfoW9PaYsjPtu0yiz8r2Y=">AAAB/HicbVDLSsNAFJ34rPUVHzs3wSJUKCERQd0V3LisYGyhCWEymbRDZyZhZiKtofgrblyouPVD3Pk3TtsstPXAhcM593LvPVFGiVSO820sLa+srq1XNqqbW9s7u+be/r1Mc4Gwh1Kaik4EJaaEY08RRXEnExiyiOJ2NLie+O0HLCRJ+Z0aZThgsMdJQhBUWgrNQ5/l9WHoNnwap0o2hiE/tUOz5tjOFNYicUtSAyVaofnlxynKGeYKUShl13UyFRRQKIIoHlf9XOIMogHs4a6mHDIsg2J6/dg60UpsJanQxZU1VX9PFJBJOWKR7mRQ9eW8NxH/87q5Si6DgvAsV5ij2aIkp5ZKrUkUVkwERoqONIFIEH2rhfpQQKR0YFUdgjv/8iLxzuwr2709rzWbZRoVcASOQR244AI0wQ1oAQ8g8AiewSt4M56MF+Pd+Ji1LhnlzAH4A+PzB4PalCk=</latexit><latexit sha1_base64="mFkhA6vfoW9PaYsjPtu0yiz8r2Y=">AAAB/HicbVDLSsNAFJ34rPUVHzs3wSJUKCERQd0V3LisYGyhCWEymbRDZyZhZiKtofgrblyouPVD3Pk3TtsstPXAhcM593LvPVFGiVSO820sLa+srq1XNqqbW9s7u+be/r1Mc4Gwh1Kaik4EJaaEY08RRXEnExiyiOJ2NLie+O0HLCRJ+Z0aZThgsMdJQhBUWgrNQ5/l9WHoNnwap0o2hiE/tUOz5tjOFNYicUtSAyVaofnlxynKGeYKUShl13UyFRRQKIIoHlf9XOIMogHs4a6mHDIsg2J6/dg60UpsJanQxZU1VX9PFJBJOWKR7mRQ9eW8NxH/87q5Si6DgvAsV5ij2aIkp5ZKrUkUVkwERoqONIFIEH2rhfpQQKR0YFUdgjv/8iLxzuwr2709rzWbZRoVcASOQR244AI0wQ1oAQ8g8AiewSt4M56MF+Pd+Ji1LhnlzAH4A+PzB4PalCk=</latexit><latexit sha1_base64="mFkhA6vfoW9PaYsjPtu0yiz8r2Y=">AAAB/HicbVDLSsNAFJ34rPUVHzs3wSJUKCERQd0V3LisYGyhCWEymbRDZyZhZiKtofgrblyouPVD3Pk3TtsstPXAhcM593LvPVFGiVSO820sLa+srq1XNqqbW9s7u+be/r1Mc4Gwh1Kaik4EJaaEY08RRXEnExiyiOJ2NLie+O0HLCRJ+Z0aZThgsMdJQhBUWgrNQ5/l9WHoNnwap0o2hiE/tUOz5tjOFNYicUtSAyVaofnlxynKGeYKUShl13UyFRRQKIIoHlf9XOIMogHs4a6mHDIsg2J6/dg60UpsJanQxZU1VX9PFJBJOWKR7mRQ9eW8NxH/87q5Si6DgvAsV5ij2aIkp5ZKrUkUVkwERoqONIFIEH2rhfpQQKR0YFUdgjv/8iLxzuwr2709rzWbZRoVcASOQR244AI0wQ1oAQ8g8AiewSt4M56MF+Pd+Ji1LhnlzAH4A+PzB4PalCk=</latexit><latexit sha1_base64="mFkhA6vfoW9PaYsjPtu0yiz8r2Y=">AAAB/HicbVDLSsNAFJ34rPUVHzs3wSJUKCERQd0V3LisYGyhCWEymbRDZyZhZiKtofgrblyouPVD3Pk3TtsstPXAhcM593LvPVFGiVSO820sLa+srq1XNqqbW9s7u+be/r1Mc4Gwh1Kaik4EJaaEY08RRXEnExiyiOJ2NLie+O0HLCRJ+Z0aZThgsMdJQhBUWgrNQ5/l9WHoNnwap0o2hiE/tUOz5tjOFNYicUtSAyVaofnlxynKGeYKUShl13UyFRRQKIIoHlf9XOIMogHs4a6mHDIsg2J6/dg60UpsJanQxZU1VX9PFJBJOWKR7mRQ9eW8NxH/87q5Si6DgvAsV5ij2aIkp5ZKrUkUVkwERoqONIFIEH2rhfpQQKR0YFUdgjv/8iLxzuwr2709rzWbZRoVcASOQR244AI0wQ1oAQ8g8AiewSt4M56MF+Pd+Ji1LhnlzAH4A+PzB4PalCk=</latexit>



What is algorithmic probability?

2. Postulates of the theory

From observers to physics via algorithmic information theory                                                                                          Markus P. Müller

Measure:
X

x1

µ(x1) = 1,
<latexit sha1_base64="60BfFoHkepnCzn2DTHV/20jBYds=">AAAB/XicbVDLSgMxFM3UV62vUXHlJliEClJmRFAXQsGNywqOLXSGIZOmbWiSGfIQy1DwV9y4UHHrf7jzb0zbWWj1wOUezrmX3JwkY1Rpz/tySguLS8sr5dXK2vrG5pa7vXOnUiMxCXDKUtlOkCKMChJoqhlpZ5IgnjDSSoZXE791T6SiqbjVo4xEHPUF7VGMtJVidy9Uhsf5Q+yPQ25qth9d+sexW/Xq3hTwL/ELUgUFmrH7GXZTbDgRGjOkVMf3Mh3lSGqKGRlXQqNIhvAQ9UnHUoE4UVE+PX8MD63Shb1U2hIaTtWfGzniSo14Yic50gM1703E/7yO0b3zKKciM5oIPHuoZxjUKZxkAbtUEqzZyBKEJbW3QjxAEmFtE6vYEPz5L/8lwUn9ou7fnFYbjSKNMtgHB6AGfHAGGuAaNEEAMMjBE3gBr86j8+y8Oe+z0ZJT7OyCX3A+vgFEX5SQ</latexit><latexit sha1_base64="60BfFoHkepnCzn2DTHV/20jBYds=">AAAB/XicbVDLSgMxFM3UV62vUXHlJliEClJmRFAXQsGNywqOLXSGIZOmbWiSGfIQy1DwV9y4UHHrf7jzb0zbWWj1wOUezrmX3JwkY1Rpz/tySguLS8sr5dXK2vrG5pa7vXOnUiMxCXDKUtlOkCKMChJoqhlpZ5IgnjDSSoZXE791T6SiqbjVo4xEHPUF7VGMtJVidy9Uhsf5Q+yPQ25qth9d+sexW/Xq3hTwL/ELUgUFmrH7GXZTbDgRGjOkVMf3Mh3lSGqKGRlXQqNIhvAQ9UnHUoE4UVE+PX8MD63Shb1U2hIaTtWfGzniSo14Yic50gM1703E/7yO0b3zKKciM5oIPHuoZxjUKZxkAbtUEqzZyBKEJbW3QjxAEmFtE6vYEPz5L/8lwUn9ou7fnFYbjSKNMtgHB6AGfHAGGuAaNEEAMMjBE3gBr86j8+y8Oe+z0ZJT7OyCX3A+vgFEX5SQ</latexit><latexit sha1_base64="60BfFoHkepnCzn2DTHV/20jBYds=">AAAB/XicbVDLSgMxFM3UV62vUXHlJliEClJmRFAXQsGNywqOLXSGIZOmbWiSGfIQy1DwV9y4UHHrf7jzb0zbWWj1wOUezrmX3JwkY1Rpz/tySguLS8sr5dXK2vrG5pa7vXOnUiMxCXDKUtlOkCKMChJoqhlpZ5IgnjDSSoZXE791T6SiqbjVo4xEHPUF7VGMtJVidy9Uhsf5Q+yPQ25qth9d+sexW/Xq3hTwL/ELUgUFmrH7GXZTbDgRGjOkVMf3Mh3lSGqKGRlXQqNIhvAQ9UnHUoE4UVE+PX8MD63Shb1U2hIaTtWfGzniSo14Yic50gM1703E/7yO0b3zKKciM5oIPHuoZxjUKZxkAbtUEqzZyBKEJbW3QjxAEmFtE6vYEPz5L/8lwUn9ou7fnFYbjSKNMtgHB6AGfHAGGuAaNEEAMMjBE3gBr86j8+y8Oe+z0ZJT7OyCX3A+vgFEX5SQ</latexit><latexit sha1_base64="60BfFoHkepnCzn2DTHV/20jBYds=">AAAB/XicbVDLSgMxFM3UV62vUXHlJliEClJmRFAXQsGNywqOLXSGIZOmbWiSGfIQy1DwV9y4UHHrf7jzb0zbWWj1wOUezrmX3JwkY1Rpz/tySguLS8sr5dXK2vrG5pa7vXOnUiMxCXDKUtlOkCKMChJoqhlpZ5IgnjDSSoZXE791T6SiqbjVo4xEHPUF7VGMtJVidy9Uhsf5Q+yPQ25qth9d+sexW/Xq3hTwL/ELUgUFmrH7GXZTbDgRGjOkVMf3Mh3lSGqKGRlXQqNIhvAQ9UnHUoE4UVE+PX8MD63Shb1U2hIaTtWfGzniSo14Yic50gM1703E/7yO0b3zKKciM5oIPHuoZxjUKZxkAbtUEqzZyBKEJbW3QjxAEmFtE6vYEPz5L/8lwUn9ou7fnFYbjSKNMtgHB6AGfHAGGuAaNEEAMMjBE3gBr86j8+y8Oe+z0ZJT7OyCX3A+vgFEX5SQ</latexit>

X

xn+1

µ(x1, . . . , xn, xn+1) = µ(x1, . . . , xn).

<latexit sha1_base64="tLKyHmwBPyB6wxd+aaGWFSrKtdE=">AAACJnicbVDLSsNAFJ3UV62vqEs3wSK0WEoigrpQCm5cVrC20JQwmU7bofMIMxNpCfkbN/6KG8EH4s5Pcdpmoa0HLhzOuZd77wkjSpR23S8rt7S8srqWXy9sbG5t79i7e/dKxBLhBhJUyFYIFaaE44YmmuJWJDFkIcXNcHg98ZsPWCoi+J0eR7jDYJ+THkFQGymwr3wVsyAZBQk/9tLUZ3FpFHgVn3aFVpVRwCuZVb5c9MrVwC66VXcKZ5F4GSmCDPXAfvW7AsUMc40oVKrtuZHuJFBqgihOC36scATREPZx21AOGVadZPpn6hwZpev0hDTFtTNVf08kkCk1ZqHpZFAP1Lw3Ef/z2rHunXcSwqNYY45mi3oxdbRwJqE5XSIx0nRsCESSmFsdNIASIm2iLZgQvPmXF0njpHpR9W5Pi7ValkYeHIBDUAIeOAM1cAPqoAEQeATP4A28W0/Wi/Vhfc5ac1Y2sw/+wPr+AVWkpSY=</latexit><latexit sha1_base64="tLKyHmwBPyB6wxd+aaGWFSrKtdE=">AAACJnicbVDLSsNAFJ3UV62vqEs3wSK0WEoigrpQCm5cVrC20JQwmU7bofMIMxNpCfkbN/6KG8EH4s5Pcdpmoa0HLhzOuZd77wkjSpR23S8rt7S8srqWXy9sbG5t79i7e/dKxBLhBhJUyFYIFaaE44YmmuJWJDFkIcXNcHg98ZsPWCoi+J0eR7jDYJ+THkFQGymwr3wVsyAZBQk/9tLUZ3FpFHgVn3aFVpVRwCuZVb5c9MrVwC66VXcKZ5F4GSmCDPXAfvW7AsUMc40oVKrtuZHuJFBqgihOC36scATREPZx21AOGVadZPpn6hwZpev0hDTFtTNVf08kkCk1ZqHpZFAP1Lw3Ef/z2rHunXcSwqNYY45mi3oxdbRwJqE5XSIx0nRsCESSmFsdNIASIm2iLZgQvPmXF0njpHpR9W5Pi7ValkYeHIBDUAIeOAM1cAPqoAEQeATP4A28W0/Wi/Vhfc5ac1Y2sw/+wPr+AVWkpSY=</latexit><latexit sha1_base64="tLKyHmwBPyB6wxd+aaGWFSrKtdE=">AAACJnicbVDLSsNAFJ3UV62vqEs3wSK0WEoigrpQCm5cVrC20JQwmU7bofMIMxNpCfkbN/6KG8EH4s5Pcdpmoa0HLhzOuZd77wkjSpR23S8rt7S8srqWXy9sbG5t79i7e/dKxBLhBhJUyFYIFaaE44YmmuJWJDFkIcXNcHg98ZsPWCoi+J0eR7jDYJ+THkFQGymwr3wVsyAZBQk/9tLUZ3FpFHgVn3aFVpVRwCuZVb5c9MrVwC66VXcKZ5F4GSmCDPXAfvW7AsUMc40oVKrtuZHuJFBqgihOC36scATREPZx21AOGVadZPpn6hwZpev0hDTFtTNVf08kkCk1ZqHpZFAP1Lw3Ef/z2rHunXcSwqNYY45mi3oxdbRwJqE5XSIx0nRsCESSmFsdNIASIm2iLZgQvPmXF0njpHpR9W5Pi7ValkYeHIBDUAIeOAM1cAPqoAEQeATP4A28W0/Wi/Vhfc5ac1Y2sw/+wPr+AVWkpSY=</latexit><latexit sha1_base64="tLKyHmwBPyB6wxd+aaGWFSrKtdE=">AAACJnicbVDLSsNAFJ3UV62vqEs3wSK0WEoigrpQCm5cVrC20JQwmU7bofMIMxNpCfkbN/6KG8EH4s5Pcdpmoa0HLhzOuZd77wkjSpR23S8rt7S8srqWXy9sbG5t79i7e/dKxBLhBhJUyFYIFaaE44YmmuJWJDFkIcXNcHg98ZsPWCoi+J0eR7jDYJ+THkFQGymwr3wVsyAZBQk/9tLUZ3FpFHgVn3aFVpVRwCuZVb5c9MrVwC66VXcKZ5F4GSmCDPXAfvW7AsUMc40oVKrtuZHuJFBqgihOC36scATREPZx21AOGVadZPpn6hwZpev0hDTFtTNVf08kkCk1ZqHpZFAP1Lw3Ef/z2rHunXcSwqNYY45mi3oxdbRwJqE5XSIx0nRsCESSmFsdNIASIm2iLZgQvPmXF0njpHpR9W5Pi7ValkYeHIBDUAIeOAM1cAPqoAEQeATP4A28W0/Wi/Vhfc5ac1Y2sw/+wPr+AVWkpSY=</latexit>

Semimeasure: Same with “   “ instead of “=“.
<latexit sha1_base64="JA6J8PiEjr2/uYpGlg0fOBrYByk=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3gxWMFYwttKJvtpF26m8TdjVBC/4IXDype/UXe/Ddu2hy09cHA470ZZuaFqeDauO63s7K6tr6xWdmqbu/s7u3XDg4fdJIphj5LRKI6IdUoeIy+4UZgJ1VIZSiwHY5vCr/9hErzJL43kxQDSYcxjzijppB6Ah/7tbrbcGcgy8QrSR1KtPq1r94gYZnE2DBBte56bmqCnCrDmcBptZdpTCkb0yF2LY2pRB3ks1un5NQqAxIlylZsyEz9PZFTqfVEhrZTUjPSi14h/ud1MxNdBTmP08xgzOaLokwQk5DicTLgCpkRE0soU9zeStiIKsqMjadqQ/AWX14m/nnjuuHdXdSbzTKNChzDCZyBB5fQhFtogQ8MRvAMr/DmSOfFeXc+5q0rTjlzBH/gfP4AgZWOEg==</latexit><latexit sha1_base64="JA6J8PiEjr2/uYpGlg0fOBrYByk=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3gxWMFYwttKJvtpF26m8TdjVBC/4IXDype/UXe/Ddu2hy09cHA470ZZuaFqeDauO63s7K6tr6xWdmqbu/s7u3XDg4fdJIphj5LRKI6IdUoeIy+4UZgJ1VIZSiwHY5vCr/9hErzJL43kxQDSYcxjzijppB6Ah/7tbrbcGcgy8QrSR1KtPq1r94gYZnE2DBBte56bmqCnCrDmcBptZdpTCkb0yF2LY2pRB3ks1un5NQqAxIlylZsyEz9PZFTqfVEhrZTUjPSi14h/ud1MxNdBTmP08xgzOaLokwQk5DicTLgCpkRE0soU9zeStiIKsqMjadqQ/AWX14m/nnjuuHdXdSbzTKNChzDCZyBB5fQhFtogQ8MRvAMr/DmSOfFeXc+5q0rTjlzBH/gfP4AgZWOEg==</latexit><latexit sha1_base64="JA6J8PiEjr2/uYpGlg0fOBrYByk=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3gxWMFYwttKJvtpF26m8TdjVBC/4IXDype/UXe/Ddu2hy09cHA470ZZuaFqeDauO63s7K6tr6xWdmqbu/s7u3XDg4fdJIphj5LRKI6IdUoeIy+4UZgJ1VIZSiwHY5vCr/9hErzJL43kxQDSYcxjzijppB6Ah/7tbrbcGcgy8QrSR1KtPq1r94gYZnE2DBBte56bmqCnCrDmcBptZdpTCkb0yF2LY2pRB3ks1un5NQqAxIlylZsyEz9PZFTqfVEhrZTUjPSi14h/ud1MxNdBTmP08xgzOaLokwQk5DicTLgCpkRE0soU9zeStiIKsqMjadqQ/AWX14m/nnjuuHdXdSbzTKNChzDCZyBB5fQhFtogQ8MRvAMr/DmSOfFeXc+5q0rTjlzBH/gfP4AgZWOEg==</latexit><latexit sha1_base64="JA6J8PiEjr2/uYpGlg0fOBrYByk=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3gxWMFYwttKJvtpF26m8TdjVBC/4IXDype/UXe/Ddu2hy09cHA470ZZuaFqeDauO63s7K6tr6xWdmqbu/s7u3XDg4fdJIphj5LRKI6IdUoeIy+4UZgJ1VIZSiwHY5vCr/9hErzJL43kxQDSYcxjzijppB6Ah/7tbrbcGcgy8QrSR1KtPq1r94gYZnE2DBBte56bmqCnCrDmcBptZdpTCkb0yF2LY2pRB3ks1un5NQqAxIlylZsyEz9PZFTqfVEhrZTUjPSi14h/ud1MxNdBTmP08xgzOaLokwQk5DicTLgCpkRE0soU9zeStiIKsqMjadqQ/AWX14m/nnjuuHdXdSbzTKNChzDCZyBB5fQhFtogQ8MRvAMr/DmSOfFeXc+5q0rTjlzBH/gfP4AgZWOEg==</latexit>

A (semi)measure is computable if there is a computer program that,

on input                    and              outputs an             approximation 
to

x1, . . . , xn
<latexit sha1_base64="iEs4b5LZBCbtUB6lE4kPWZG8sqA=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBQymJCOqt4MVjBWMLbQybzaZdutmE3Ym2hP4PLx5UvPpjvPlv3LY5aOuDgcd7M8zMC1LBNdj2t1VaWV1b3yhvVra2d3b3qvsH9zrJFGUuTUSiOgHRTHDJXOAgWCdVjMSBYO1geD31249MaZ7IOxinzItJX/KIUwJGehj5Tr0nwgR0feRLv1qzG/YMeJk4BamhAi2/+tULE5rFTAIVROuuY6fg5UQBp4JNKr1Ms5TQIemzrqGSxEx7+ezqCT4xSoijRJmSgGfq74mcxFqP48B0xgQGetGbiv953QyiSy/nMs2ASTpfFGUCQ4KnEeCQK0ZBjA0hVHFzK6YDoggFE1TFhOAsvrxM3LPGVcO5Pa81m0UaZXSEjtEpctAFaqIb1EIuokihZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gBpcJH/</latexit><latexit sha1_base64="iEs4b5LZBCbtUB6lE4kPWZG8sqA=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBQymJCOqt4MVjBWMLbQybzaZdutmE3Ym2hP4PLx5UvPpjvPlv3LY5aOuDgcd7M8zMC1LBNdj2t1VaWV1b3yhvVra2d3b3qvsH9zrJFGUuTUSiOgHRTHDJXOAgWCdVjMSBYO1geD31249MaZ7IOxinzItJX/KIUwJGehj5Tr0nwgR0feRLv1qzG/YMeJk4BamhAi2/+tULE5rFTAIVROuuY6fg5UQBp4JNKr1Ms5TQIemzrqGSxEx7+ezqCT4xSoijRJmSgGfq74mcxFqP48B0xgQGetGbiv953QyiSy/nMs2ASTpfFGUCQ4KnEeCQK0ZBjA0hVHFzK6YDoggFE1TFhOAsvrxM3LPGVcO5Pa81m0UaZXSEjtEpctAFaqIb1EIuokihZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gBpcJH/</latexit><latexit sha1_base64="iEs4b5LZBCbtUB6lE4kPWZG8sqA=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBQymJCOqt4MVjBWMLbQybzaZdutmE3Ym2hP4PLx5UvPpjvPlv3LY5aOuDgcd7M8zMC1LBNdj2t1VaWV1b3yhvVra2d3b3qvsH9zrJFGUuTUSiOgHRTHDJXOAgWCdVjMSBYO1geD31249MaZ7IOxinzItJX/KIUwJGehj5Tr0nwgR0feRLv1qzG/YMeJk4BamhAi2/+tULE5rFTAIVROuuY6fg5UQBp4JNKr1Ms5TQIemzrqGSxEx7+ezqCT4xSoijRJmSgGfq74mcxFqP48B0xgQGetGbiv953QyiSy/nMs2ASTpfFGUCQ4KnEeCQK0ZBjA0hVHFzK6YDoggFE1TFhOAsvrxM3LPGVcO5Pa81m0UaZXSEjtEpctAFaqIb1EIuokihZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gBpcJH/</latexit><latexit sha1_base64="iEs4b5LZBCbtUB6lE4kPWZG8sqA=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBQymJCOqt4MVjBWMLbQybzaZdutmE3Ym2hP4PLx5UvPpjvPlv3LY5aOuDgcd7M8zMC1LBNdj2t1VaWV1b3yhvVra2d3b3qvsH9zrJFGUuTUSiOgHRTHDJXOAgWCdVjMSBYO1geD31249MaZ7IOxinzItJX/KIUwJGehj5Tr0nwgR0feRLv1qzG/YMeJk4BamhAi2/+tULE5rFTAIVROuuY6fg5UQBp4JNKr1Ms5TQIemzrqGSxEx7+ezqCT4xSoijRJmSgGfq74mcxFqP48B0xgQGetGbiv953QyiSy/nMs2ASTpfFGUCQ4KnEeCQK0ZBjA0hVHFzK6YDoggFE1TFhOAsvrxM3LPGVcO5Pa81m0UaZXSEjtEpctAFaqIb1EIuokihZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gBpcJH/</latexit>

m 2 N
<latexit sha1_base64="Tg563s2k5JBhJwB+KSoLudv6iLI=">AAAB9HicbVBNSwMxFHzrZ61fVY9egkXwVHZFUG8FL56kgmsL3bVk02wbmmSXJKuUpf/DiwcVr/4Yb/4bs+0etHUgMMy8x5tMlHKmjet+O0vLK6tr65WN6ubW9s5ubW//XieZItQnCU9UJ8Kaciapb5jhtJMqikXEaTsaXRV++5EqzRJ5Z8YpDQUeSBYzgo2VHkTAZCCwGUZRfjPp1epuw50CLRKvJHUo0erVvoJ+QjJBpSEca9313NSEOVaGEU4n1SDTNMVkhAe0a6nEguown6aeoGOr9FGcKPukQVP190aOhdZjEdnJIqGe9wrxP6+bmfgizJlMM0MlmR2KM45MgooKUJ8pSgwfW4KJYjYrIkOsMDG2qKotwZv/8iLxTxuXDe/2rN5slm1U4BCO4AQ8OIcmXEMLfCCg4Ble4c15cl6cd+djNrrklDsH8AfO5w89C5KI</latexit><latexit sha1_base64="Tg563s2k5JBhJwB+KSoLudv6iLI=">AAAB9HicbVBNSwMxFHzrZ61fVY9egkXwVHZFUG8FL56kgmsL3bVk02wbmmSXJKuUpf/DiwcVr/4Yb/4bs+0etHUgMMy8x5tMlHKmjet+O0vLK6tr65WN6ubW9s5ubW//XieZItQnCU9UJ8Kaciapb5jhtJMqikXEaTsaXRV++5EqzRJ5Z8YpDQUeSBYzgo2VHkTAZCCwGUZRfjPp1epuw50CLRKvJHUo0erVvoJ+QjJBpSEca9313NSEOVaGEU4n1SDTNMVkhAe0a6nEguown6aeoGOr9FGcKPukQVP190aOhdZjEdnJIqGe9wrxP6+bmfgizJlMM0MlmR2KM45MgooKUJ8pSgwfW4KJYjYrIkOsMDG2qKotwZv/8iLxTxuXDe/2rN5slm1U4BCO4AQ8OIcmXEMLfCCg4Ble4c15cl6cd+djNrrklDsH8AfO5w89C5KI</latexit><latexit sha1_base64="Tg563s2k5JBhJwB+KSoLudv6iLI=">AAAB9HicbVBNSwMxFHzrZ61fVY9egkXwVHZFUG8FL56kgmsL3bVk02wbmmSXJKuUpf/DiwcVr/4Yb/4bs+0etHUgMMy8x5tMlHKmjet+O0vLK6tr65WN6ubW9s5ubW//XieZItQnCU9UJ8Kaciapb5jhtJMqikXEaTsaXRV++5EqzRJ5Z8YpDQUeSBYzgo2VHkTAZCCwGUZRfjPp1epuw50CLRKvJHUo0erVvoJ+QjJBpSEca9313NSEOVaGEU4n1SDTNMVkhAe0a6nEguown6aeoGOr9FGcKPukQVP190aOhdZjEdnJIqGe9wrxP6+bmfgizJlMM0MlmR2KM45MgooKUJ8pSgwfW4KJYjYrIkOsMDG2qKotwZv/8iLxTxuXDe/2rN5slm1U4BCO4AQ8OIcmXEMLfCCg4Ble4c15cl6cd+djNrrklDsH8AfO5w89C5KI</latexit><latexit sha1_base64="Tg563s2k5JBhJwB+KSoLudv6iLI=">AAAB9HicbVBNSwMxFHzrZ61fVY9egkXwVHZFUG8FL56kgmsL3bVk02wbmmSXJKuUpf/DiwcVr/4Yb/4bs+0etHUgMMy8x5tMlHKmjet+O0vLK6tr65WN6ubW9s5ubW//XieZItQnCU9UJ8Kaciapb5jhtJMqikXEaTsaXRV++5EqzRJ5Z8YpDQUeSBYzgo2VHkTAZCCwGUZRfjPp1epuw50CLRKvJHUo0erVvoJ+QjJBpSEca9313NSEOVaGEU4n1SDTNMVkhAe0a6nEguown6aeoGOr9FGcKPukQVP190aOhdZjEdnJIqGe9wrxP6+bmfgizJlMM0MlmR2KM45MgooKUJ8pSgwfW4KJYjYrIkOsMDG2qKotwZv/8iLxTxuXDe/2rN5slm1U4BCO4AQ8OIcmXEMLfCCg4Ble4c15cl6cd+djNrrklDsH8AfO5w89C5KI</latexit>

(1/m)�
<latexit sha1_base64="UWDhGt2aazXWXzL36NLR8VeVJIM=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69BItQD9ZEBPVW8OKxgmkLbSib7aZdux9hdyOU0P/gxYOKV3+QN/+N2zYHbX0w8Hhvhpl5UcKoNp737RRWVtfWN4qbpa3tnd298v5BU8tUYRJgyaRqR0gTRgUJDDWMtBNFEI8YaUWj26nfeiJKUykezDghIUcDQWOKkbFSs+qf89OzXrni1bwZ3GXi56QCORq98le3L3HKiTCYIa07vpeYMEPKUMzIpNRNNUkQHqEB6VgqECc6zGbXTtwTq/TdWCpbwrgz9fdEhrjWYx7ZTo7MUC96U/E/r5Oa+DrMqEhSQwSeL4pT5hrpTl93+1QRbNjYEoQVtbe6eIgUwsYGVLIh+IsvL5PgonZT8+8vK/V6nkYRjuAYquDDFdThDhoQAIZHeIZXeHOk8+K8Ox/z1oKTzxzCHzifP067jdM=</latexit><latexit sha1_base64="UWDhGt2aazXWXzL36NLR8VeVJIM=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69BItQD9ZEBPVW8OKxgmkLbSib7aZdux9hdyOU0P/gxYOKV3+QN/+N2zYHbX0w8Hhvhpl5UcKoNp737RRWVtfWN4qbpa3tnd298v5BU8tUYRJgyaRqR0gTRgUJDDWMtBNFEI8YaUWj26nfeiJKUykezDghIUcDQWOKkbFSs+qf89OzXrni1bwZ3GXi56QCORq98le3L3HKiTCYIa07vpeYMEPKUMzIpNRNNUkQHqEB6VgqECc6zGbXTtwTq/TdWCpbwrgz9fdEhrjWYx7ZTo7MUC96U/E/r5Oa+DrMqEhSQwSeL4pT5hrpTl93+1QRbNjYEoQVtbe6eIgUwsYGVLIh+IsvL5PgonZT8+8vK/V6nkYRjuAYquDDFdThDhoQAIZHeIZXeHOk8+K8Ox/z1oKTzxzCHzifP067jdM=</latexit><latexit sha1_base64="UWDhGt2aazXWXzL36NLR8VeVJIM=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69BItQD9ZEBPVW8OKxgmkLbSib7aZdux9hdyOU0P/gxYOKV3+QN/+N2zYHbX0w8Hhvhpl5UcKoNp737RRWVtfWN4qbpa3tnd298v5BU8tUYRJgyaRqR0gTRgUJDDWMtBNFEI8YaUWj26nfeiJKUykezDghIUcDQWOKkbFSs+qf89OzXrni1bwZ3GXi56QCORq98le3L3HKiTCYIa07vpeYMEPKUMzIpNRNNUkQHqEB6VgqECc6zGbXTtwTq/TdWCpbwrgz9fdEhrjWYx7ZTo7MUC96U/E/r5Oa+DrMqEhSQwSeL4pT5hrpTl93+1QRbNjYEoQVtbe6eIgUwsYGVLIh+IsvL5PgonZT8+8vK/V6nkYRjuAYquDDFdThDhoQAIZHeIZXeHOk8+K8Ox/z1oKTzxzCHzifP067jdM=</latexit><latexit sha1_base64="UWDhGt2aazXWXzL36NLR8VeVJIM=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69BItQD9ZEBPVW8OKxgmkLbSib7aZdux9hdyOU0P/gxYOKV3+QN/+N2zYHbX0w8Hhvhpl5UcKoNp737RRWVtfWN4qbpa3tnd298v5BU8tUYRJgyaRqR0gTRgUJDDWMtBNFEI8YaUWj26nfeiJKUykezDghIUcDQWOKkbFSs+qf89OzXrni1bwZ3GXi56QCORq98le3L3HKiTCYIa07vpeYMEPKUMzIpNRNNUkQHqEB6VgqECc6zGbXTtwTq/TdWCpbwrgz9fdEhrjWYx7ZTo7MUC96U/E/r5Oa+DrMqEhSQwSeL4pT5hrpTl93+1QRbNjYEoQVtbe6eIgUwsYGVLIh+IsvL5PgonZT8+8vK/V6nkYRjuAYquDDFdThDhoQAIZHeIZXeHOk8+K8Ox/z1oKTzxzCHzifP067jdM=</latexit>

µ(x1, . . . , xn).
<latexit sha1_base64="mFkhA6vfoW9PaYsjPtu0yiz8r2Y=">AAAB/HicbVDLSsNAFJ34rPUVHzs3wSJUKCERQd0V3LisYGyhCWEymbRDZyZhZiKtofgrblyouPVD3Pk3TtsstPXAhcM593LvPVFGiVSO820sLa+srq1XNqqbW9s7u+be/r1Mc4Gwh1Kaik4EJaaEY08RRXEnExiyiOJ2NLie+O0HLCRJ+Z0aZThgsMdJQhBUWgrNQ5/l9WHoNnwap0o2hiE/tUOz5tjOFNYicUtSAyVaofnlxynKGeYKUShl13UyFRRQKIIoHlf9XOIMogHs4a6mHDIsg2J6/dg60UpsJanQxZU1VX9PFJBJOWKR7mRQ9eW8NxH/87q5Si6DgvAsV5ij2aIkp5ZKrUkUVkwERoqONIFIEH2rhfpQQKR0YFUdgjv/8iLxzuwr2709rzWbZRoVcASOQR244AI0wQ1oAQ8g8AiewSt4M56MF+Pd+Ji1LhnlzAH4A+PzB4PalCk=</latexit><latexit sha1_base64="mFkhA6vfoW9PaYsjPtu0yiz8r2Y=">AAAB/HicbVDLSsNAFJ34rPUVHzs3wSJUKCERQd0V3LisYGyhCWEymbRDZyZhZiKtofgrblyouPVD3Pk3TtsstPXAhcM593LvPVFGiVSO820sLa+srq1XNqqbW9s7u+be/r1Mc4Gwh1Kaik4EJaaEY08RRXEnExiyiOJ2NLie+O0HLCRJ+Z0aZThgsMdJQhBUWgrNQ5/l9WHoNnwap0o2hiE/tUOz5tjOFNYicUtSAyVaofnlxynKGeYKUShl13UyFRRQKIIoHlf9XOIMogHs4a6mHDIsg2J6/dg60UpsJanQxZU1VX9PFJBJOWKR7mRQ9eW8NxH/87q5Si6DgvAsV5ij2aIkp5ZKrUkUVkwERoqONIFIEH2rhfpQQKR0YFUdgjv/8iLxzuwr2709rzWbZRoVcASOQR244AI0wQ1oAQ8g8AiewSt4M56MF+Pd+Ji1LhnlzAH4A+PzB4PalCk=</latexit><latexit sha1_base64="mFkhA6vfoW9PaYsjPtu0yiz8r2Y=">AAAB/HicbVDLSsNAFJ34rPUVHzs3wSJUKCERQd0V3LisYGyhCWEymbRDZyZhZiKtofgrblyouPVD3Pk3TtsstPXAhcM593LvPVFGiVSO820sLa+srq1XNqqbW9s7u+be/r1Mc4Gwh1Kaik4EJaaEY08RRXEnExiyiOJ2NLie+O0HLCRJ+Z0aZThgsMdJQhBUWgrNQ5/l9WHoNnwap0o2hiE/tUOz5tjOFNYicUtSAyVaofnlxynKGeYKUShl13UyFRRQKIIoHlf9XOIMogHs4a6mHDIsg2J6/dg60UpsJanQxZU1VX9PFJBJOWKR7mRQ9eW8NxH/87q5Si6DgvAsV5ij2aIkp5ZKrUkUVkwERoqONIFIEH2rhfpQQKR0YFUdgjv/8iLxzuwr2709rzWbZRoVcASOQR244AI0wQ1oAQ8g8AiewSt4M56MF+Pd+Ji1LhnlzAH4A+PzB4PalCk=</latexit><latexit sha1_base64="mFkhA6vfoW9PaYsjPtu0yiz8r2Y=">AAAB/HicbVDLSsNAFJ34rPUVHzs3wSJUKCERQd0V3LisYGyhCWEymbRDZyZhZiKtofgrblyouPVD3Pk3TtsstPXAhcM593LvPVFGiVSO820sLa+srq1XNqqbW9s7u+be/r1Mc4Gwh1Kaik4EJaaEY08RRXEnExiyiOJ2NLie+O0HLCRJ+Z0aZThgsMdJQhBUWgrNQ5/l9WHoNnwap0o2hiE/tUOz5tjOFNYicUtSAyVaofnlxynKGeYKUShl13UyFRRQKIIoHlf9XOIMogHs4a6mHDIsg2J6/dg60UpsJanQxZU1VX9PFJBJOWKR7mRQ9eW8NxH/87q5Si6DgvAsV5ij2aIkp5ZKrUkUVkwERoqONIFIEH2rhfpQQKR0YFUdgjv/8iLxzuwr2709rzWbZRoVcASOQR244AI0wQ1oAQ8g8AiewSt4M56MF+Pd+Ji1LhnlzAH4A+PzB4PalCk=</latexit>

A (semi)measure is enumerable if there is a computer program that,

on input                    and              outputs some approximation 
                            such that                 and 

x1, . . . , xn
<latexit sha1_base64="iEs4b5LZBCbtUB6lE4kPWZG8sqA=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBQymJCOqt4MVjBWMLbQybzaZdutmE3Ym2hP4PLx5UvPpjvPlv3LY5aOuDgcd7M8zMC1LBNdj2t1VaWV1b3yhvVra2d3b3qvsH9zrJFGUuTUSiOgHRTHDJXOAgWCdVjMSBYO1geD31249MaZ7IOxinzItJX/KIUwJGehj5Tr0nwgR0feRLv1qzG/YMeJk4BamhAi2/+tULE5rFTAIVROuuY6fg5UQBp4JNKr1Ms5TQIemzrqGSxEx7+ezqCT4xSoijRJmSgGfq74mcxFqP48B0xgQGetGbiv953QyiSy/nMs2ASTpfFGUCQ4KnEeCQK0ZBjA0hVHFzK6YDoggFE1TFhOAsvrxM3LPGVcO5Pa81m0UaZXSEjtEpctAFaqIb1EIuokihZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gBpcJH/</latexit><latexit sha1_base64="iEs4b5LZBCbtUB6lE4kPWZG8sqA=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBQymJCOqt4MVjBWMLbQybzaZdutmE3Ym2hP4PLx5UvPpjvPlv3LY5aOuDgcd7M8zMC1LBNdj2t1VaWV1b3yhvVra2d3b3qvsH9zrJFGUuTUSiOgHRTHDJXOAgWCdVjMSBYO1geD31249MaZ7IOxinzItJX/KIUwJGehj5Tr0nwgR0feRLv1qzG/YMeJk4BamhAi2/+tULE5rFTAIVROuuY6fg5UQBp4JNKr1Ms5TQIemzrqGSxEx7+ezqCT4xSoijRJmSgGfq74mcxFqP48B0xgQGetGbiv953QyiSy/nMs2ASTpfFGUCQ4KnEeCQK0ZBjA0hVHFzK6YDoggFE1TFhOAsvrxM3LPGVcO5Pa81m0UaZXSEjtEpctAFaqIb1EIuokihZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gBpcJH/</latexit><latexit sha1_base64="iEs4b5LZBCbtUB6lE4kPWZG8sqA=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBQymJCOqt4MVjBWMLbQybzaZdutmE3Ym2hP4PLx5UvPpjvPlv3LY5aOuDgcd7M8zMC1LBNdj2t1VaWV1b3yhvVra2d3b3qvsH9zrJFGUuTUSiOgHRTHDJXOAgWCdVjMSBYO1geD31249MaZ7IOxinzItJX/KIUwJGehj5Tr0nwgR0feRLv1qzG/YMeJk4BamhAi2/+tULE5rFTAIVROuuY6fg5UQBp4JNKr1Ms5TQIemzrqGSxEx7+ezqCT4xSoijRJmSgGfq74mcxFqP48B0xgQGetGbiv953QyiSy/nMs2ASTpfFGUCQ4KnEeCQK0ZBjA0hVHFzK6YDoggFE1TFhOAsvrxM3LPGVcO5Pa81m0UaZXSEjtEpctAFaqIb1EIuokihZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gBpcJH/</latexit><latexit sha1_base64="iEs4b5LZBCbtUB6lE4kPWZG8sqA=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBQymJCOqt4MVjBWMLbQybzaZdutmE3Ym2hP4PLx5UvPpjvPlv3LY5aOuDgcd7M8zMC1LBNdj2t1VaWV1b3yhvVra2d3b3qvsH9zrJFGUuTUSiOgHRTHDJXOAgWCdVjMSBYO1geD31249MaZ7IOxinzItJX/KIUwJGehj5Tr0nwgR0feRLv1qzG/YMeJk4BamhAi2/+tULE5rFTAIVROuuY6fg5UQBp4JNKr1Ms5TQIemzrqGSxEx7+ezqCT4xSoijRJmSgGfq74mcxFqP48B0xgQGetGbiv953QyiSy/nMs2ASTpfFGUCQ4KnEeCQK0ZBjA0hVHFzK6YDoggFE1TFhOAsvrxM3LPGVcO5Pa81m0UaZXSEjtEpctAFaqIb1EIuokihZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gBpcJH/</latexit>

m 2 N
<latexit sha1_base64="Tg563s2k5JBhJwB+KSoLudv6iLI=">AAAB9HicbVBNSwMxFHzrZ61fVY9egkXwVHZFUG8FL56kgmsL3bVk02wbmmSXJKuUpf/DiwcVr/4Yb/4bs+0etHUgMMy8x5tMlHKmjet+O0vLK6tr65WN6ubW9s5ubW//XieZItQnCU9UJ8Kaciapb5jhtJMqikXEaTsaXRV++5EqzRJ5Z8YpDQUeSBYzgo2VHkTAZCCwGUZRfjPp1epuw50CLRKvJHUo0erVvoJ+QjJBpSEca9313NSEOVaGEU4n1SDTNMVkhAe0a6nEguown6aeoGOr9FGcKPukQVP190aOhdZjEdnJIqGe9wrxP6+bmfgizJlMM0MlmR2KM45MgooKUJ8pSgwfW4KJYjYrIkOsMDG2qKotwZv/8iLxTxuXDe/2rN5slm1U4BCO4AQ8OIcmXEMLfCCg4Ble4c15cl6cd+djNrrklDsH8AfO5w89C5KI</latexit><latexit sha1_base64="Tg563s2k5JBhJwB+KSoLudv6iLI=">AAAB9HicbVBNSwMxFHzrZ61fVY9egkXwVHZFUG8FL56kgmsL3bVk02wbmmSXJKuUpf/DiwcVr/4Yb/4bs+0etHUgMMy8x5tMlHKmjet+O0vLK6tr65WN6ubW9s5ubW//XieZItQnCU9UJ8Kaciapb5jhtJMqikXEaTsaXRV++5EqzRJ5Z8YpDQUeSBYzgo2VHkTAZCCwGUZRfjPp1epuw50CLRKvJHUo0erVvoJ+QjJBpSEca9313NSEOVaGEU4n1SDTNMVkhAe0a6nEguown6aeoGOr9FGcKPukQVP190aOhdZjEdnJIqGe9wrxP6+bmfgizJlMM0MlmR2KM45MgooKUJ8pSgwfW4KJYjYrIkOsMDG2qKotwZv/8iLxTxuXDe/2rN5slm1U4BCO4AQ8OIcmXEMLfCCg4Ble4c15cl6cd+djNrrklDsH8AfO5w89C5KI</latexit><latexit sha1_base64="Tg563s2k5JBhJwB+KSoLudv6iLI=">AAAB9HicbVBNSwMxFHzrZ61fVY9egkXwVHZFUG8FL56kgmsL3bVk02wbmmSXJKuUpf/DiwcVr/4Yb/4bs+0etHUgMMy8x5tMlHKmjet+O0vLK6tr65WN6ubW9s5ubW//XieZItQnCU9UJ8Kaciapb5jhtJMqikXEaTsaXRV++5EqzRJ5Z8YpDQUeSBYzgo2VHkTAZCCwGUZRfjPp1epuw50CLRKvJHUo0erVvoJ+QjJBpSEca9313NSEOVaGEU4n1SDTNMVkhAe0a6nEguown6aeoGOr9FGcKPukQVP190aOhdZjEdnJIqGe9wrxP6+bmfgizJlMM0MlmR2KM45MgooKUJ8pSgwfW4KJYjYrIkOsMDG2qKotwZv/8iLxTxuXDe/2rN5slm1U4BCO4AQ8OIcmXEMLfCCg4Ble4c15cl6cd+djNrrklDsH8AfO5w89C5KI</latexit><latexit sha1_base64="Tg563s2k5JBhJwB+KSoLudv6iLI=">AAAB9HicbVBNSwMxFHzrZ61fVY9egkXwVHZFUG8FL56kgmsL3bVk02wbmmSXJKuUpf/DiwcVr/4Yb/4bs+0etHUgMMy8x5tMlHKmjet+O0vLK6tr65WN6ubW9s5ubW//XieZItQnCU9UJ8Kaciapb5jhtJMqikXEaTsaXRV++5EqzRJ5Z8YpDQUeSBYzgo2VHkTAZCCwGUZRfjPp1epuw50CLRKvJHUo0erVvoJ+QjJBpSEca9313NSEOVaGEU4n1SDTNMVkhAe0a6nEguown6aeoGOr9FGcKPukQVP190aOhdZjEdnJIqGe9wrxP6+bmfgizJlMM0MlmR2KM45MgooKUJ8pSgwfW4KJYjYrIkOsMDG2qKotwZv/8iLxTxuXDe/2rN5slm1U4BCO4AQ8OIcmXEMLfCCg4Ble4c15cl6cd+djNrrklDsH8AfO5w89C5KI</latexit>

µ(m)(x1, . . . , xn)
<latexit sha1_base64="wjL9ntBpUS/rqHK2tkoLlVqQ9Ro=">AAACAXicbVBNS8NAEN34WetX1JN4CRahhVISEdRbwYvHCsYWmhg2m027dHcTdjfSEooX/4oXDype/Rfe/Ddu2xy09cHA470ZZuaFKSVS2fa3sbS8srq2Xtoob25t7+yae/t3MskEwi5KaCI6IZSYEo5dRRTFnVRgyEKK2+HgauK3H7CQJOG3apRin8EeJzFBUGkpMA89lt3nVVYbV4eBU/dolChZHwa8FpgVu2FPYS0SpyAVUKAVmF9elKCMYa4QhVJ2HTtVfg6FIojicdnLJE4hGsAe7mrKIcPSz6cvjK0TrURWnAhdXFlT9fdEDpmUIxbqTgZVX857E/E/r5up+MLPCU8zhTmaLYozaqnEmuRhRURgpOhIE4gE0bdaqA8FREqnVtYhOPMvLxL3tHHZcG7OKs1mkUYJHIFjUAUOOAdNcA1awAUIPIJn8ArejCfjxXg3PmatS0YxcwD+wPj8AUPflkE=</latexit><latexit sha1_base64="wjL9ntBpUS/rqHK2tkoLlVqQ9Ro=">AAACAXicbVBNS8NAEN34WetX1JN4CRahhVISEdRbwYvHCsYWmhg2m027dHcTdjfSEooX/4oXDype/Rfe/Ddu2xy09cHA470ZZuaFKSVS2fa3sbS8srq2Xtoob25t7+yae/t3MskEwi5KaCI6IZSYEo5dRRTFnVRgyEKK2+HgauK3H7CQJOG3apRin8EeJzFBUGkpMA89lt3nVVYbV4eBU/dolChZHwa8FpgVu2FPYS0SpyAVUKAVmF9elKCMYa4QhVJ2HTtVfg6FIojicdnLJE4hGsAe7mrKIcPSz6cvjK0TrURWnAhdXFlT9fdEDpmUIxbqTgZVX857E/E/r5up+MLPCU8zhTmaLYozaqnEmuRhRURgpOhIE4gE0bdaqA8FREqnVtYhOPMvLxL3tHHZcG7OKs1mkUYJHIFjUAUOOAdNcA1awAUIPIJn8ArejCfjxXg3PmatS0YxcwD+wPj8AUPflkE=</latexit><latexit sha1_base64="wjL9ntBpUS/rqHK2tkoLlVqQ9Ro=">AAACAXicbVBNS8NAEN34WetX1JN4CRahhVISEdRbwYvHCsYWmhg2m027dHcTdjfSEooX/4oXDype/Rfe/Ddu2xy09cHA470ZZuaFKSVS2fa3sbS8srq2Xtoob25t7+yae/t3MskEwi5KaCI6IZSYEo5dRRTFnVRgyEKK2+HgauK3H7CQJOG3apRin8EeJzFBUGkpMA89lt3nVVYbV4eBU/dolChZHwa8FpgVu2FPYS0SpyAVUKAVmF9elKCMYa4QhVJ2HTtVfg6FIojicdnLJE4hGsAe7mrKIcPSz6cvjK0TrURWnAhdXFlT9fdEDpmUIxbqTgZVX857E/E/r5up+MLPCU8zhTmaLYozaqnEmuRhRURgpOhIE4gE0bdaqA8FREqnVtYhOPMvLxL3tHHZcG7OKs1mkUYJHIFjUAUOOAdNcA1awAUIPIJn8ArejCfjxXg3PmatS0YxcwD+wPj8AUPflkE=</latexit><latexit sha1_base64="wjL9ntBpUS/rqHK2tkoLlVqQ9Ro=">AAACAXicbVBNS8NAEN34WetX1JN4CRahhVISEdRbwYvHCsYWmhg2m027dHcTdjfSEooX/4oXDype/Rfe/Ddu2xy09cHA470ZZuaFKSVS2fa3sbS8srq2Xtoob25t7+yae/t3MskEwi5KaCI6IZSYEo5dRRTFnVRgyEKK2+HgauK3H7CQJOG3apRin8EeJzFBUGkpMA89lt3nVVYbV4eBU/dolChZHwa8FpgVu2FPYS0SpyAVUKAVmF9elKCMYa4QhVJ2HTtVfg6FIojicdnLJE4hGsAe7mrKIcPSz6cvjK0TrURWnAhdXFlT9fdEDpmUIxbqTgZVX857E/E/r5up+MLPCU8zhTmaLYozaqnEmuRhRURgpOhIE4gE0bdaqA8FREqnVtYhOPMvLxL3tHHZcG7OKs1mkUYJHIFjUAUOOAdNcA1awAUIPIJn8ArejCfjxXg3PmatS0YxcwD+wPj8AUPflkE=</latexit>

µ(m)  µ
<latexit sha1_base64="k83p9biT2u9Pr4jZ4nI8sfvSSY4=">AAAB+HicbVBNSwMxEM36WevXqkcvwSLUS9kVQb0VvHis4NpCu5ZsOtuGJtk1yRbK0n/ixYOKV3+KN/+NabsHbX0w8PLeDJl5UcqZNp737aysrq1vbJa2yts7u3v77sHhg04yRSGgCU9UKyIaOJMQGGY4tFIFREQcmtHwZuo3R6A0S+S9GacQCtKXLGaUGCt1Xbcjsse8Ks4mHQ5P9tF1K17NmwEvE78gFVSg0XW/Or2EZgKkoZxo3fa91IQ5UYZRDpNyJ9OQEjokfWhbKokAHeazzSf41Co9HCfKljR4pv6eyInQeiwi2ymIGehFbyr+57UzE1+FOZNpZkDS+UdxxrFJ8DQG3GMKqOFjSwhVzO6K6YAoQo0Nq2xD8BdPXibBee265t9dVOr1Io0SOkYnqIp8dInq6BY1UIAoGqFn9IrenNx5cd6dj3nrilPMHKE/cD5/AMYEk0s=</latexit><latexit sha1_base64="k83p9biT2u9Pr4jZ4nI8sfvSSY4=">AAAB+HicbVBNSwMxEM36WevXqkcvwSLUS9kVQb0VvHis4NpCu5ZsOtuGJtk1yRbK0n/ixYOKV3+KN/+NabsHbX0w8PLeDJl5UcqZNp737aysrq1vbJa2yts7u3v77sHhg04yRSGgCU9UKyIaOJMQGGY4tFIFREQcmtHwZuo3R6A0S+S9GacQCtKXLGaUGCt1Xbcjsse8Ks4mHQ5P9tF1K17NmwEvE78gFVSg0XW/Or2EZgKkoZxo3fa91IQ5UYZRDpNyJ9OQEjokfWhbKokAHeazzSf41Co9HCfKljR4pv6eyInQeiwi2ymIGehFbyr+57UzE1+FOZNpZkDS+UdxxrFJ8DQG3GMKqOFjSwhVzO6K6YAoQo0Nq2xD8BdPXibBee265t9dVOr1Io0SOkYnqIp8dInq6BY1UIAoGqFn9IrenNx5cd6dj3nrilPMHKE/cD5/AMYEk0s=</latexit><latexit sha1_base64="k83p9biT2u9Pr4jZ4nI8sfvSSY4=">AAAB+HicbVBNSwMxEM36WevXqkcvwSLUS9kVQb0VvHis4NpCu5ZsOtuGJtk1yRbK0n/ixYOKV3+KN/+NabsHbX0w8PLeDJl5UcqZNp737aysrq1vbJa2yts7u3v77sHhg04yRSGgCU9UKyIaOJMQGGY4tFIFREQcmtHwZuo3R6A0S+S9GacQCtKXLGaUGCt1Xbcjsse8Ks4mHQ5P9tF1K17NmwEvE78gFVSg0XW/Or2EZgKkoZxo3fa91IQ5UYZRDpNyJ9OQEjokfWhbKokAHeazzSf41Co9HCfKljR4pv6eyInQeiwi2ymIGehFbyr+57UzE1+FOZNpZkDS+UdxxrFJ8DQG3GMKqOFjSwhVzO6K6YAoQo0Nq2xD8BdPXibBee265t9dVOr1Io0SOkYnqIp8dInq6BY1UIAoGqFn9IrenNx5cd6dj3nrilPMHKE/cD5/AMYEk0s=</latexit><latexit sha1_base64="k83p9biT2u9Pr4jZ4nI8sfvSSY4=">AAAB+HicbVBNSwMxEM36WevXqkcvwSLUS9kVQb0VvHis4NpCu5ZsOtuGJtk1yRbK0n/ixYOKV3+KN/+NabsHbX0w8PLeDJl5UcqZNp737aysrq1vbJa2yts7u3v77sHhg04yRSGgCU9UKyIaOJMQGGY4tFIFREQcmtHwZuo3R6A0S+S9GacQCtKXLGaUGCt1Xbcjsse8Ks4mHQ5P9tF1K17NmwEvE78gFVSg0XW/Or2EZgKkoZxo3fa91IQ5UYZRDpNyJ9OQEjokfWhbKokAHeazzSf41Co9HCfKljR4pv6eyInQeiwi2ymIGehFbyr+57UzE1+FOZNpZkDS+UdxxrFJ8DQG3GMKqOFjSwhVzO6K6YAoQo0Nq2xD8BdPXibBee265t9dVOr1Io0SOkYnqIp8dInq6BY1UIAoGqFn9IrenNx5cd6dj3nrilPMHKE/cD5/AMYEk0s=</latexit>

lim
m!1

µ(m) = µ.
<latexit sha1_base64="F1PyUQP8RYSUthkHHfLItxryXLo=">AAACB3icbZDLSsNAFIYnXmu9RV26MFiEuimJCOpCKLhxWcHYQlPDZDpph85MwsyJUEKWbnwVNy5U3PoK7nwbp5eFtv4w8PGfczhz/ijlTIPrflsLi0vLK6ultfL6xubWtr2ze6eTTBHqk4QnqhVhTTmT1AcGnLZSRbGIOG1Gg6tRvflAlWaJvIVhSjsC9ySLGcFgrNA+CDgTYS4CSAImYxgWgcju86o4Li4N1UK74tbcsZx58KZQQVM1Qvsr6CYkE1QC4Vjrtuem0MmxAkY4LcpBpmmKyQD3aNugxILqTj4+pHCOjNN14kSZJ8EZu78nciy0HorIdAoMfT1bG5n/1doZxOednMk0AyrJZFGccQcSZ5SK02WKEuBDA5goZv7qkD5WmIDJrmxC8GZPngf/pHZR825OK/X6NI0S2keHqIo8dIbq6Bo1kI8IekTP6BW9WU/Wi/VufUxaF6zpzB76I+vzB4SKmdU=</latexit><latexit sha1_base64="F1PyUQP8RYSUthkHHfLItxryXLo=">AAACB3icbZDLSsNAFIYnXmu9RV26MFiEuimJCOpCKLhxWcHYQlPDZDpph85MwsyJUEKWbnwVNy5U3PoK7nwbp5eFtv4w8PGfczhz/ijlTIPrflsLi0vLK6ultfL6xubWtr2ze6eTTBHqk4QnqhVhTTmT1AcGnLZSRbGIOG1Gg6tRvflAlWaJvIVhSjsC9ySLGcFgrNA+CDgTYS4CSAImYxgWgcju86o4Li4N1UK74tbcsZx58KZQQVM1Qvsr6CYkE1QC4Vjrtuem0MmxAkY4LcpBpmmKyQD3aNugxILqTj4+pHCOjNN14kSZJ8EZu78nciy0HorIdAoMfT1bG5n/1doZxOednMk0AyrJZFGccQcSZ5SK02WKEuBDA5goZv7qkD5WmIDJrmxC8GZPngf/pHZR825OK/X6NI0S2keHqIo8dIbq6Bo1kI8IekTP6BW9WU/Wi/VufUxaF6zpzB76I+vzB4SKmdU=</latexit><latexit sha1_base64="F1PyUQP8RYSUthkHHfLItxryXLo=">AAACB3icbZDLSsNAFIYnXmu9RV26MFiEuimJCOpCKLhxWcHYQlPDZDpph85MwsyJUEKWbnwVNy5U3PoK7nwbp5eFtv4w8PGfczhz/ijlTIPrflsLi0vLK6ultfL6xubWtr2ze6eTTBHqk4QnqhVhTTmT1AcGnLZSRbGIOG1Gg6tRvflAlWaJvIVhSjsC9ySLGcFgrNA+CDgTYS4CSAImYxgWgcju86o4Li4N1UK74tbcsZx58KZQQVM1Qvsr6CYkE1QC4Vjrtuem0MmxAkY4LcpBpmmKyQD3aNugxILqTj4+pHCOjNN14kSZJ8EZu78nciy0HorIdAoMfT1bG5n/1doZxOednMk0AyrJZFGccQcSZ5SK02WKEuBDA5goZv7qkD5WmIDJrmxC8GZPngf/pHZR825OK/X6NI0S2keHqIo8dIbq6Bo1kI8IekTP6BW9WU/Wi/VufUxaF6zpzB76I+vzB4SKmdU=</latexit><latexit sha1_base64="F1PyUQP8RYSUthkHHfLItxryXLo=">AAACB3icbZDLSsNAFIYnXmu9RV26MFiEuimJCOpCKLhxWcHYQlPDZDpph85MwsyJUEKWbnwVNy5U3PoK7nwbp5eFtv4w8PGfczhz/ijlTIPrflsLi0vLK6ultfL6xubWtr2ze6eTTBHqk4QnqhVhTTmT1AcGnLZSRbGIOG1Gg6tRvflAlWaJvIVhSjsC9ySLGcFgrNA+CDgTYS4CSAImYxgWgcju86o4Li4N1UK74tbcsZx58KZQQVM1Qvsr6CYkE1QC4Vjrtuem0MmxAkY4LcpBpmmKyQD3aNugxILqTj4+pHCOjNN14kSZJ8EZu78nciy0HorIdAoMfT1bG5n/1doZxOednMk0AyrJZFGccQcSZ5SK02WKEuBDA5goZv7qkD5WmIDJrmxC8GZPngf/pHZR825OK/X6NI0S2keHqIo8dIbq6Bo1kI8IekTP6BW9WU/Wi/VufUxaF6zpzB76I+vzB4SKmdU=</latexit>



What is algorithmic probability?

2. Postulates of the theory

From observers to physics via algorithmic information theory                                                                                          Markus P. Müller

Measure:
X

x1

µ(x1) = 1,
<latexit sha1_base64="60BfFoHkepnCzn2DTHV/20jBYds=">AAAB/XicbVDLSgMxFM3UV62vUXHlJliEClJmRFAXQsGNywqOLXSGIZOmbWiSGfIQy1DwV9y4UHHrf7jzb0zbWWj1wOUezrmX3JwkY1Rpz/tySguLS8sr5dXK2vrG5pa7vXOnUiMxCXDKUtlOkCKMChJoqhlpZ5IgnjDSSoZXE791T6SiqbjVo4xEHPUF7VGMtJVidy9Uhsf5Q+yPQ25qth9d+sexW/Xq3hTwL/ELUgUFmrH7GXZTbDgRGjOkVMf3Mh3lSGqKGRlXQqNIhvAQ9UnHUoE4UVE+PX8MD63Shb1U2hIaTtWfGzniSo14Yic50gM1703E/7yO0b3zKKciM5oIPHuoZxjUKZxkAbtUEqzZyBKEJbW3QjxAEmFtE6vYEPz5L/8lwUn9ou7fnFYbjSKNMtgHB6AGfHAGGuAaNEEAMMjBE3gBr86j8+y8Oe+z0ZJT7OyCX3A+vgFEX5SQ</latexit><latexit sha1_base64="60BfFoHkepnCzn2DTHV/20jBYds=">AAAB/XicbVDLSgMxFM3UV62vUXHlJliEClJmRFAXQsGNywqOLXSGIZOmbWiSGfIQy1DwV9y4UHHrf7jzb0zbWWj1wOUezrmX3JwkY1Rpz/tySguLS8sr5dXK2vrG5pa7vXOnUiMxCXDKUtlOkCKMChJoqhlpZ5IgnjDSSoZXE791T6SiqbjVo4xEHPUF7VGMtJVidy9Uhsf5Q+yPQ25qth9d+sexW/Xq3hTwL/ELUgUFmrH7GXZTbDgRGjOkVMf3Mh3lSGqKGRlXQqNIhvAQ9UnHUoE4UVE+PX8MD63Shb1U2hIaTtWfGzniSo14Yic50gM1703E/7yO0b3zKKciM5oIPHuoZxjUKZxkAbtUEqzZyBKEJbW3QjxAEmFtE6vYEPz5L/8lwUn9ou7fnFYbjSKNMtgHB6AGfHAGGuAaNEEAMMjBE3gBr86j8+y8Oe+z0ZJT7OyCX3A+vgFEX5SQ</latexit><latexit sha1_base64="60BfFoHkepnCzn2DTHV/20jBYds=">AAAB/XicbVDLSgMxFM3UV62vUXHlJliEClJmRFAXQsGNywqOLXSGIZOmbWiSGfIQy1DwV9y4UHHrf7jzb0zbWWj1wOUezrmX3JwkY1Rpz/tySguLS8sr5dXK2vrG5pa7vXOnUiMxCXDKUtlOkCKMChJoqhlpZ5IgnjDSSoZXE791T6SiqbjVo4xEHPUF7VGMtJVidy9Uhsf5Q+yPQ25qth9d+sexW/Xq3hTwL/ELUgUFmrH7GXZTbDgRGjOkVMf3Mh3lSGqKGRlXQqNIhvAQ9UnHUoE4UVE+PX8MD63Shb1U2hIaTtWfGzniSo14Yic50gM1703E/7yO0b3zKKciM5oIPHuoZxjUKZxkAbtUEqzZyBKEJbW3QjxAEmFtE6vYEPz5L/8lwUn9ou7fnFYbjSKNMtgHB6AGfHAGGuAaNEEAMMjBE3gBr86j8+y8Oe+z0ZJT7OyCX3A+vgFEX5SQ</latexit><latexit sha1_base64="60BfFoHkepnCzn2DTHV/20jBYds=">AAAB/XicbVDLSgMxFM3UV62vUXHlJliEClJmRFAXQsGNywqOLXSGIZOmbWiSGfIQy1DwV9y4UHHrf7jzb0zbWWj1wOUezrmX3JwkY1Rpz/tySguLS8sr5dXK2vrG5pa7vXOnUiMxCXDKUtlOkCKMChJoqhlpZ5IgnjDSSoZXE791T6SiqbjVo4xEHPUF7VGMtJVidy9Uhsf5Q+yPQ25qth9d+sexW/Xq3hTwL/ELUgUFmrH7GXZTbDgRGjOkVMf3Mh3lSGqKGRlXQqNIhvAQ9UnHUoE4UVE+PX8MD63Shb1U2hIaTtWfGzniSo14Yic50gM1703E/7yO0b3zKKciM5oIPHuoZxjUKZxkAbtUEqzZyBKEJbW3QjxAEmFtE6vYEPz5L/8lwUn9ou7fnFYbjSKNMtgHB6AGfHAGGuAaNEEAMMjBE3gBr86j8+y8Oe+z0ZJT7OyCX3A+vgFEX5SQ</latexit>

X

xn+1

µ(x1, . . . , xn, xn+1) = µ(x1, . . . , xn).

<latexit sha1_base64="tLKyHmwBPyB6wxd+aaGWFSrKtdE=">AAACJnicbVDLSsNAFJ3UV62vqEs3wSK0WEoigrpQCm5cVrC20JQwmU7bofMIMxNpCfkbN/6KG8EH4s5Pcdpmoa0HLhzOuZd77wkjSpR23S8rt7S8srqWXy9sbG5t79i7e/dKxBLhBhJUyFYIFaaE44YmmuJWJDFkIcXNcHg98ZsPWCoi+J0eR7jDYJ+THkFQGymwr3wVsyAZBQk/9tLUZ3FpFHgVn3aFVpVRwCuZVb5c9MrVwC66VXcKZ5F4GSmCDPXAfvW7AsUMc40oVKrtuZHuJFBqgihOC36scATREPZx21AOGVadZPpn6hwZpev0hDTFtTNVf08kkCk1ZqHpZFAP1Lw3Ef/z2rHunXcSwqNYY45mi3oxdbRwJqE5XSIx0nRsCESSmFsdNIASIm2iLZgQvPmXF0njpHpR9W5Pi7ValkYeHIBDUAIeOAM1cAPqoAEQeATP4A28W0/Wi/Vhfc5ac1Y2sw/+wPr+AVWkpSY=</latexit><latexit sha1_base64="tLKyHmwBPyB6wxd+aaGWFSrKtdE=">AAACJnicbVDLSsNAFJ3UV62vqEs3wSK0WEoigrpQCm5cVrC20JQwmU7bofMIMxNpCfkbN/6KG8EH4s5Pcdpmoa0HLhzOuZd77wkjSpR23S8rt7S8srqWXy9sbG5t79i7e/dKxBLhBhJUyFYIFaaE44YmmuJWJDFkIcXNcHg98ZsPWCoi+J0eR7jDYJ+THkFQGymwr3wVsyAZBQk/9tLUZ3FpFHgVn3aFVpVRwCuZVb5c9MrVwC66VXcKZ5F4GSmCDPXAfvW7AsUMc40oVKrtuZHuJFBqgihOC36scATREPZx21AOGVadZPpn6hwZpev0hDTFtTNVf08kkCk1ZqHpZFAP1Lw3Ef/z2rHunXcSwqNYY45mi3oxdbRwJqE5XSIx0nRsCESSmFsdNIASIm2iLZgQvPmXF0njpHpR9W5Pi7ValkYeHIBDUAIeOAM1cAPqoAEQeATP4A28W0/Wi/Vhfc5ac1Y2sw/+wPr+AVWkpSY=</latexit><latexit sha1_base64="tLKyHmwBPyB6wxd+aaGWFSrKtdE=">AAACJnicbVDLSsNAFJ3UV62vqEs3wSK0WEoigrpQCm5cVrC20JQwmU7bofMIMxNpCfkbN/6KG8EH4s5Pcdpmoa0HLhzOuZd77wkjSpR23S8rt7S8srqWXy9sbG5t79i7e/dKxBLhBhJUyFYIFaaE44YmmuJWJDFkIcXNcHg98ZsPWCoi+J0eR7jDYJ+THkFQGymwr3wVsyAZBQk/9tLUZ3FpFHgVn3aFVpVRwCuZVb5c9MrVwC66VXcKZ5F4GSmCDPXAfvW7AsUMc40oVKrtuZHuJFBqgihOC36scATREPZx21AOGVadZPpn6hwZpev0hDTFtTNVf08kkCk1ZqHpZFAP1Lw3Ef/z2rHunXcSwqNYY45mi3oxdbRwJqE5XSIx0nRsCESSmFsdNIASIm2iLZgQvPmXF0njpHpR9W5Pi7ValkYeHIBDUAIeOAM1cAPqoAEQeATP4A28W0/Wi/Vhfc5ac1Y2sw/+wPr+AVWkpSY=</latexit><latexit sha1_base64="tLKyHmwBPyB6wxd+aaGWFSrKtdE=">AAACJnicbVDLSsNAFJ3UV62vqEs3wSK0WEoigrpQCm5cVrC20JQwmU7bofMIMxNpCfkbN/6KG8EH4s5Pcdpmoa0HLhzOuZd77wkjSpR23S8rt7S8srqWXy9sbG5t79i7e/dKxBLhBhJUyFYIFaaE44YmmuJWJDFkIcXNcHg98ZsPWCoi+J0eR7jDYJ+THkFQGymwr3wVsyAZBQk/9tLUZ3FpFHgVn3aFVpVRwCuZVb5c9MrVwC66VXcKZ5F4GSmCDPXAfvW7AsUMc40oVKrtuZHuJFBqgihOC36scATREPZx21AOGVadZPpn6hwZpev0hDTFtTNVf08kkCk1ZqHpZFAP1Lw3Ef/z2rHunXcSwqNYY45mi3oxdbRwJqE5XSIx0nRsCESSmFsdNIASIm2iLZgQvPmXF0njpHpR9W5Pi7ValkYeHIBDUAIeOAM1cAPqoAEQeATP4A28W0/Wi/Vhfc5ac1Y2sw/+wPr+AVWkpSY=</latexit>

Semimeasure: Same with “   “ instead of “=“.
<latexit sha1_base64="JA6J8PiEjr2/uYpGlg0fOBrYByk=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3gxWMFYwttKJvtpF26m8TdjVBC/4IXDype/UXe/Ddu2hy09cHA470ZZuaFqeDauO63s7K6tr6xWdmqbu/s7u3XDg4fdJIphj5LRKI6IdUoeIy+4UZgJ1VIZSiwHY5vCr/9hErzJL43kxQDSYcxjzijppB6Ah/7tbrbcGcgy8QrSR1KtPq1r94gYZnE2DBBte56bmqCnCrDmcBptZdpTCkb0yF2LY2pRB3ks1un5NQqAxIlylZsyEz9PZFTqfVEhrZTUjPSi14h/ud1MxNdBTmP08xgzOaLokwQk5DicTLgCpkRE0soU9zeStiIKsqMjadqQ/AWX14m/nnjuuHdXdSbzTKNChzDCZyBB5fQhFtogQ8MRvAMr/DmSOfFeXc+5q0rTjlzBH/gfP4AgZWOEg==</latexit><latexit sha1_base64="JA6J8PiEjr2/uYpGlg0fOBrYByk=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3gxWMFYwttKJvtpF26m8TdjVBC/4IXDype/UXe/Ddu2hy09cHA470ZZuaFqeDauO63s7K6tr6xWdmqbu/s7u3XDg4fdJIphj5LRKI6IdUoeIy+4UZgJ1VIZSiwHY5vCr/9hErzJL43kxQDSYcxjzijppB6Ah/7tbrbcGcgy8QrSR1KtPq1r94gYZnE2DBBte56bmqCnCrDmcBptZdpTCkb0yF2LY2pRB3ks1un5NQqAxIlylZsyEz9PZFTqfVEhrZTUjPSi14h/ud1MxNdBTmP08xgzOaLokwQk5DicTLgCpkRE0soU9zeStiIKsqMjadqQ/AWX14m/nnjuuHdXdSbzTKNChzDCZyBB5fQhFtogQ8MRvAMr/DmSOfFeXc+5q0rTjlzBH/gfP4AgZWOEg==</latexit><latexit sha1_base64="JA6J8PiEjr2/uYpGlg0fOBrYByk=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3gxWMFYwttKJvtpF26m8TdjVBC/4IXDype/UXe/Ddu2hy09cHA470ZZuaFqeDauO63s7K6tr6xWdmqbu/s7u3XDg4fdJIphj5LRKI6IdUoeIy+4UZgJ1VIZSiwHY5vCr/9hErzJL43kxQDSYcxjzijppB6Ah/7tbrbcGcgy8QrSR1KtPq1r94gYZnE2DBBte56bmqCnCrDmcBptZdpTCkb0yF2LY2pRB3ks1un5NQqAxIlylZsyEz9PZFTqfVEhrZTUjPSi14h/ud1MxNdBTmP08xgzOaLokwQk5DicTLgCpkRE0soU9zeStiIKsqMjadqQ/AWX14m/nnjuuHdXdSbzTKNChzDCZyBB5fQhFtogQ8MRvAMr/DmSOfFeXc+5q0rTjlzBH/gfP4AgZWOEg==</latexit><latexit sha1_base64="JA6J8PiEjr2/uYpGlg0fOBrYByk=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3gxWMFYwttKJvtpF26m8TdjVBC/4IXDype/UXe/Ddu2hy09cHA470ZZuaFqeDauO63s7K6tr6xWdmqbu/s7u3XDg4fdJIphj5LRKI6IdUoeIy+4UZgJ1VIZSiwHY5vCr/9hErzJL43kxQDSYcxjzijppB6Ah/7tbrbcGcgy8QrSR1KtPq1r94gYZnE2DBBte56bmqCnCrDmcBptZdpTCkb0yF2LY2pRB3ks1un5NQqAxIlylZsyEz9PZFTqfVEhrZTUjPSi14h/ud1MxNdBTmP08xgzOaLokwQk5DicTLgCpkRE0soU9zeStiIKsqMjadqQ/AWX14m/nnjuuHdXdSbzTKNChzDCZyBB5fQhFtogQ8MRvAMr/DmSOfFeXc+5q0rTjlzBH/gfP4AgZWOEg==</latexit>

A (semi)measure is computable if there is a computer program that,

on input                    and              outputs an             approximation 
to

x1, . . . , xn
<latexit sha1_base64="iEs4b5LZBCbtUB6lE4kPWZG8sqA=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBQymJCOqt4MVjBWMLbQybzaZdutmE3Ym2hP4PLx5UvPpjvPlv3LY5aOuDgcd7M8zMC1LBNdj2t1VaWV1b3yhvVra2d3b3qvsH9zrJFGUuTUSiOgHRTHDJXOAgWCdVjMSBYO1geD31249MaZ7IOxinzItJX/KIUwJGehj5Tr0nwgR0feRLv1qzG/YMeJk4BamhAi2/+tULE5rFTAIVROuuY6fg5UQBp4JNKr1Ms5TQIemzrqGSxEx7+ezqCT4xSoijRJmSgGfq74mcxFqP48B0xgQGetGbiv953QyiSy/nMs2ASTpfFGUCQ4KnEeCQK0ZBjA0hVHFzK6YDoggFE1TFhOAsvrxM3LPGVcO5Pa81m0UaZXSEjtEpctAFaqIb1EIuokihZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gBpcJH/</latexit><latexit sha1_base64="iEs4b5LZBCbtUB6lE4kPWZG8sqA=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBQymJCOqt4MVjBWMLbQybzaZdutmE3Ym2hP4PLx5UvPpjvPlv3LY5aOuDgcd7M8zMC1LBNdj2t1VaWV1b3yhvVra2d3b3qvsH9zrJFGUuTUSiOgHRTHDJXOAgWCdVjMSBYO1geD31249MaZ7IOxinzItJX/KIUwJGehj5Tr0nwgR0feRLv1qzG/YMeJk4BamhAi2/+tULE5rFTAIVROuuY6fg5UQBp4JNKr1Ms5TQIemzrqGSxEx7+ezqCT4xSoijRJmSgGfq74mcxFqP48B0xgQGetGbiv953QyiSy/nMs2ASTpfFGUCQ4KnEeCQK0ZBjA0hVHFzK6YDoggFE1TFhOAsvrxM3LPGVcO5Pa81m0UaZXSEjtEpctAFaqIb1EIuokihZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gBpcJH/</latexit><latexit sha1_base64="iEs4b5LZBCbtUB6lE4kPWZG8sqA=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBQymJCOqt4MVjBWMLbQybzaZdutmE3Ym2hP4PLx5UvPpjvPlv3LY5aOuDgcd7M8zMC1LBNdj2t1VaWV1b3yhvVra2d3b3qvsH9zrJFGUuTUSiOgHRTHDJXOAgWCdVjMSBYO1geD31249MaZ7IOxinzItJX/KIUwJGehj5Tr0nwgR0feRLv1qzG/YMeJk4BamhAi2/+tULE5rFTAIVROuuY6fg5UQBp4JNKr1Ms5TQIemzrqGSxEx7+ezqCT4xSoijRJmSgGfq74mcxFqP48B0xgQGetGbiv953QyiSy/nMs2ASTpfFGUCQ4KnEeCQK0ZBjA0hVHFzK6YDoggFE1TFhOAsvrxM3LPGVcO5Pa81m0UaZXSEjtEpctAFaqIb1EIuokihZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gBpcJH/</latexit><latexit sha1_base64="iEs4b5LZBCbtUB6lE4kPWZG8sqA=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBQymJCOqt4MVjBWMLbQybzaZdutmE3Ym2hP4PLx5UvPpjvPlv3LY5aOuDgcd7M8zMC1LBNdj2t1VaWV1b3yhvVra2d3b3qvsH9zrJFGUuTUSiOgHRTHDJXOAgWCdVjMSBYO1geD31249MaZ7IOxinzItJX/KIUwJGehj5Tr0nwgR0feRLv1qzG/YMeJk4BamhAi2/+tULE5rFTAIVROuuY6fg5UQBp4JNKr1Ms5TQIemzrqGSxEx7+ezqCT4xSoijRJmSgGfq74mcxFqP48B0xgQGetGbiv953QyiSy/nMs2ASTpfFGUCQ4KnEeCQK0ZBjA0hVHFzK6YDoggFE1TFhOAsvrxM3LPGVcO5Pa81m0UaZXSEjtEpctAFaqIb1EIuokihZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gBpcJH/</latexit>

m 2 N
<latexit sha1_base64="Tg563s2k5JBhJwB+KSoLudv6iLI=">AAAB9HicbVBNSwMxFHzrZ61fVY9egkXwVHZFUG8FL56kgmsL3bVk02wbmmSXJKuUpf/DiwcVr/4Yb/4bs+0etHUgMMy8x5tMlHKmjet+O0vLK6tr65WN6ubW9s5ubW//XieZItQnCU9UJ8Kaciapb5jhtJMqikXEaTsaXRV++5EqzRJ5Z8YpDQUeSBYzgo2VHkTAZCCwGUZRfjPp1epuw50CLRKvJHUo0erVvoJ+QjJBpSEca9313NSEOVaGEU4n1SDTNMVkhAe0a6nEguown6aeoGOr9FGcKPukQVP190aOhdZjEdnJIqGe9wrxP6+bmfgizJlMM0MlmR2KM45MgooKUJ8pSgwfW4KJYjYrIkOsMDG2qKotwZv/8iLxTxuXDe/2rN5slm1U4BCO4AQ8OIcmXEMLfCCg4Ble4c15cl6cd+djNrrklDsH8AfO5w89C5KI</latexit><latexit sha1_base64="Tg563s2k5JBhJwB+KSoLudv6iLI=">AAAB9HicbVBNSwMxFHzrZ61fVY9egkXwVHZFUG8FL56kgmsL3bVk02wbmmSXJKuUpf/DiwcVr/4Yb/4bs+0etHUgMMy8x5tMlHKmjet+O0vLK6tr65WN6ubW9s5ubW//XieZItQnCU9UJ8Kaciapb5jhtJMqikXEaTsaXRV++5EqzRJ5Z8YpDQUeSBYzgo2VHkTAZCCwGUZRfjPp1epuw50CLRKvJHUo0erVvoJ+QjJBpSEca9313NSEOVaGEU4n1SDTNMVkhAe0a6nEguown6aeoGOr9FGcKPukQVP190aOhdZjEdnJIqGe9wrxP6+bmfgizJlMM0MlmR2KM45MgooKUJ8pSgwfW4KJYjYrIkOsMDG2qKotwZv/8iLxTxuXDe/2rN5slm1U4BCO4AQ8OIcmXEMLfCCg4Ble4c15cl6cd+djNrrklDsH8AfO5w89C5KI</latexit><latexit sha1_base64="Tg563s2k5JBhJwB+KSoLudv6iLI=">AAAB9HicbVBNSwMxFHzrZ61fVY9egkXwVHZFUG8FL56kgmsL3bVk02wbmmSXJKuUpf/DiwcVr/4Yb/4bs+0etHUgMMy8x5tMlHKmjet+O0vLK6tr65WN6ubW9s5ubW//XieZItQnCU9UJ8Kaciapb5jhtJMqikXEaTsaXRV++5EqzRJ5Z8YpDQUeSBYzgo2VHkTAZCCwGUZRfjPp1epuw50CLRKvJHUo0erVvoJ+QjJBpSEca9313NSEOVaGEU4n1SDTNMVkhAe0a6nEguown6aeoGOr9FGcKPukQVP190aOhdZjEdnJIqGe9wrxP6+bmfgizJlMM0MlmR2KM45MgooKUJ8pSgwfW4KJYjYrIkOsMDG2qKotwZv/8iLxTxuXDe/2rN5slm1U4BCO4AQ8OIcmXEMLfCCg4Ble4c15cl6cd+djNrrklDsH8AfO5w89C5KI</latexit><latexit sha1_base64="Tg563s2k5JBhJwB+KSoLudv6iLI=">AAAB9HicbVBNSwMxFHzrZ61fVY9egkXwVHZFUG8FL56kgmsL3bVk02wbmmSXJKuUpf/DiwcVr/4Yb/4bs+0etHUgMMy8x5tMlHKmjet+O0vLK6tr65WN6ubW9s5ubW//XieZItQnCU9UJ8Kaciapb5jhtJMqikXEaTsaXRV++5EqzRJ5Z8YpDQUeSBYzgo2VHkTAZCCwGUZRfjPp1epuw50CLRKvJHUo0erVvoJ+QjJBpSEca9313NSEOVaGEU4n1SDTNMVkhAe0a6nEguown6aeoGOr9FGcKPukQVP190aOhdZjEdnJIqGe9wrxP6+bmfgizJlMM0MlmR2KM45MgooKUJ8pSgwfW4KJYjYrIkOsMDG2qKotwZv/8iLxTxuXDe/2rN5slm1U4BCO4AQ8OIcmXEMLfCCg4Ble4c15cl6cd+djNrrklDsH8AfO5w89C5KI</latexit>

(1/m)�
<latexit sha1_base64="UWDhGt2aazXWXzL36NLR8VeVJIM=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69BItQD9ZEBPVW8OKxgmkLbSib7aZdux9hdyOU0P/gxYOKV3+QN/+N2zYHbX0w8Hhvhpl5UcKoNp737RRWVtfWN4qbpa3tnd298v5BU8tUYRJgyaRqR0gTRgUJDDWMtBNFEI8YaUWj26nfeiJKUykezDghIUcDQWOKkbFSs+qf89OzXrni1bwZ3GXi56QCORq98le3L3HKiTCYIa07vpeYMEPKUMzIpNRNNUkQHqEB6VgqECc6zGbXTtwTq/TdWCpbwrgz9fdEhrjWYx7ZTo7MUC96U/E/r5Oa+DrMqEhSQwSeL4pT5hrpTl93+1QRbNjYEoQVtbe6eIgUwsYGVLIh+IsvL5PgonZT8+8vK/V6nkYRjuAYquDDFdThDhoQAIZHeIZXeHOk8+K8Ox/z1oKTzxzCHzifP067jdM=</latexit><latexit sha1_base64="UWDhGt2aazXWXzL36NLR8VeVJIM=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69BItQD9ZEBPVW8OKxgmkLbSib7aZdux9hdyOU0P/gxYOKV3+QN/+N2zYHbX0w8Hhvhpl5UcKoNp737RRWVtfWN4qbpa3tnd298v5BU8tUYRJgyaRqR0gTRgUJDDWMtBNFEI8YaUWj26nfeiJKUykezDghIUcDQWOKkbFSs+qf89OzXrni1bwZ3GXi56QCORq98le3L3HKiTCYIa07vpeYMEPKUMzIpNRNNUkQHqEB6VgqECc6zGbXTtwTq/TdWCpbwrgz9fdEhrjWYx7ZTo7MUC96U/E/r5Oa+DrMqEhSQwSeL4pT5hrpTl93+1QRbNjYEoQVtbe6eIgUwsYGVLIh+IsvL5PgonZT8+8vK/V6nkYRjuAYquDDFdThDhoQAIZHeIZXeHOk8+K8Ox/z1oKTzxzCHzifP067jdM=</latexit><latexit sha1_base64="UWDhGt2aazXWXzL36NLR8VeVJIM=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69BItQD9ZEBPVW8OKxgmkLbSib7aZdux9hdyOU0P/gxYOKV3+QN/+N2zYHbX0w8Hhvhpl5UcKoNp737RRWVtfWN4qbpa3tnd298v5BU8tUYRJgyaRqR0gTRgUJDDWMtBNFEI8YaUWj26nfeiJKUykezDghIUcDQWOKkbFSs+qf89OzXrni1bwZ3GXi56QCORq98le3L3HKiTCYIa07vpeYMEPKUMzIpNRNNUkQHqEB6VgqECc6zGbXTtwTq/TdWCpbwrgz9fdEhrjWYx7ZTo7MUC96U/E/r5Oa+DrMqEhSQwSeL4pT5hrpTl93+1QRbNjYEoQVtbe6eIgUwsYGVLIh+IsvL5PgonZT8+8vK/V6nkYRjuAYquDDFdThDhoQAIZHeIZXeHOk8+K8Ox/z1oKTzxzCHzifP067jdM=</latexit><latexit sha1_base64="UWDhGt2aazXWXzL36NLR8VeVJIM=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69BItQD9ZEBPVW8OKxgmkLbSib7aZdux9hdyOU0P/gxYOKV3+QN/+N2zYHbX0w8Hhvhpl5UcKoNp737RRWVtfWN4qbpa3tnd298v5BU8tUYRJgyaRqR0gTRgUJDDWMtBNFEI8YaUWj26nfeiJKUykezDghIUcDQWOKkbFSs+qf89OzXrni1bwZ3GXi56QCORq98le3L3HKiTCYIa07vpeYMEPKUMzIpNRNNUkQHqEB6VgqECc6zGbXTtwTq/TdWCpbwrgz9fdEhrjWYx7ZTo7MUC96U/E/r5Oa+DrMqEhSQwSeL4pT5hrpTl93+1QRbNjYEoQVtbe6eIgUwsYGVLIh+IsvL5PgonZT8+8vK/V6nkYRjuAYquDDFdThDhoQAIZHeIZXeHOk8+K8Ox/z1oKTzxzCHzifP067jdM=</latexit>

µ(x1, . . . , xn).
<latexit sha1_base64="mFkhA6vfoW9PaYsjPtu0yiz8r2Y=">AAAB/HicbVDLSsNAFJ34rPUVHzs3wSJUKCERQd0V3LisYGyhCWEymbRDZyZhZiKtofgrblyouPVD3Pk3TtsstPXAhcM593LvPVFGiVSO820sLa+srq1XNqqbW9s7u+be/r1Mc4Gwh1Kaik4EJaaEY08RRXEnExiyiOJ2NLie+O0HLCRJ+Z0aZThgsMdJQhBUWgrNQ5/l9WHoNnwap0o2hiE/tUOz5tjOFNYicUtSAyVaofnlxynKGeYKUShl13UyFRRQKIIoHlf9XOIMogHs4a6mHDIsg2J6/dg60UpsJanQxZU1VX9PFJBJOWKR7mRQ9eW8NxH/87q5Si6DgvAsV5ij2aIkp5ZKrUkUVkwERoqONIFIEH2rhfpQQKR0YFUdgjv/8iLxzuwr2709rzWbZRoVcASOQR244AI0wQ1oAQ8g8AiewSt4M56MF+Pd+Ji1LhnlzAH4A+PzB4PalCk=</latexit><latexit sha1_base64="mFkhA6vfoW9PaYsjPtu0yiz8r2Y=">AAAB/HicbVDLSsNAFJ34rPUVHzs3wSJUKCERQd0V3LisYGyhCWEymbRDZyZhZiKtofgrblyouPVD3Pk3TtsstPXAhcM593LvPVFGiVSO820sLa+srq1XNqqbW9s7u+be/r1Mc4Gwh1Kaik4EJaaEY08RRXEnExiyiOJ2NLie+O0HLCRJ+Z0aZThgsMdJQhBUWgrNQ5/l9WHoNnwap0o2hiE/tUOz5tjOFNYicUtSAyVaofnlxynKGeYKUShl13UyFRRQKIIoHlf9XOIMogHs4a6mHDIsg2J6/dg60UpsJanQxZU1VX9PFJBJOWKR7mRQ9eW8NxH/87q5Si6DgvAsV5ij2aIkp5ZKrUkUVkwERoqONIFIEH2rhfpQQKR0YFUdgjv/8iLxzuwr2709rzWbZRoVcASOQR244AI0wQ1oAQ8g8AiewSt4M56MF+Pd+Ji1LhnlzAH4A+PzB4PalCk=</latexit><latexit sha1_base64="mFkhA6vfoW9PaYsjPtu0yiz8r2Y=">AAAB/HicbVDLSsNAFJ34rPUVHzs3wSJUKCERQd0V3LisYGyhCWEymbRDZyZhZiKtofgrblyouPVD3Pk3TtsstPXAhcM593LvPVFGiVSO820sLa+srq1XNqqbW9s7u+be/r1Mc4Gwh1Kaik4EJaaEY08RRXEnExiyiOJ2NLie+O0HLCRJ+Z0aZThgsMdJQhBUWgrNQ5/l9WHoNnwap0o2hiE/tUOz5tjOFNYicUtSAyVaofnlxynKGeYKUShl13UyFRRQKIIoHlf9XOIMogHs4a6mHDIsg2J6/dg60UpsJanQxZU1VX9PFJBJOWKR7mRQ9eW8NxH/87q5Si6DgvAsV5ij2aIkp5ZKrUkUVkwERoqONIFIEH2rhfpQQKR0YFUdgjv/8iLxzuwr2709rzWbZRoVcASOQR244AI0wQ1oAQ8g8AiewSt4M56MF+Pd+Ji1LhnlzAH4A+PzB4PalCk=</latexit><latexit sha1_base64="mFkhA6vfoW9PaYsjPtu0yiz8r2Y=">AAAB/HicbVDLSsNAFJ34rPUVHzs3wSJUKCERQd0V3LisYGyhCWEymbRDZyZhZiKtofgrblyouPVD3Pk3TtsstPXAhcM593LvPVFGiVSO820sLa+srq1XNqqbW9s7u+be/r1Mc4Gwh1Kaik4EJaaEY08RRXEnExiyiOJ2NLie+O0HLCRJ+Z0aZThgsMdJQhBUWgrNQ5/l9WHoNnwap0o2hiE/tUOz5tjOFNYicUtSAyVaofnlxynKGeYKUShl13UyFRRQKIIoHlf9XOIMogHs4a6mHDIsg2J6/dg60UpsJanQxZU1VX9PFJBJOWKR7mRQ9eW8NxH/87q5Si6DgvAsV5ij2aIkp5ZKrUkUVkwERoqONIFIEH2rhfpQQKR0YFUdgjv/8iLxzuwr2709rzWbZRoVcASOQR244AI0wQ1oAQ8g8AiewSt4M56MF+Pd+Ji1LhnlzAH4A+PzB4PalCk=</latexit>

A (semi)measure is enumerable if there is a computer program that,

on input                    and              outputs some approximation 
                            such that                 and 

x1, . . . , xn
<latexit sha1_base64="iEs4b5LZBCbtUB6lE4kPWZG8sqA=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBQymJCOqt4MVjBWMLbQybzaZdutmE3Ym2hP4PLx5UvPpjvPlv3LY5aOuDgcd7M8zMC1LBNdj2t1VaWV1b3yhvVra2d3b3qvsH9zrJFGUuTUSiOgHRTHDJXOAgWCdVjMSBYO1geD31249MaZ7IOxinzItJX/KIUwJGehj5Tr0nwgR0feRLv1qzG/YMeJk4BamhAi2/+tULE5rFTAIVROuuY6fg5UQBp4JNKr1Ms5TQIemzrqGSxEx7+ezqCT4xSoijRJmSgGfq74mcxFqP48B0xgQGetGbiv953QyiSy/nMs2ASTpfFGUCQ4KnEeCQK0ZBjA0hVHFzK6YDoggFE1TFhOAsvrxM3LPGVcO5Pa81m0UaZXSEjtEpctAFaqIb1EIuokihZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gBpcJH/</latexit><latexit sha1_base64="iEs4b5LZBCbtUB6lE4kPWZG8sqA=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBQymJCOqt4MVjBWMLbQybzaZdutmE3Ym2hP4PLx5UvPpjvPlv3LY5aOuDgcd7M8zMC1LBNdj2t1VaWV1b3yhvVra2d3b3qvsH9zrJFGUuTUSiOgHRTHDJXOAgWCdVjMSBYO1geD31249MaZ7IOxinzItJX/KIUwJGehj5Tr0nwgR0feRLv1qzG/YMeJk4BamhAi2/+tULE5rFTAIVROuuY6fg5UQBp4JNKr1Ms5TQIemzrqGSxEx7+ezqCT4xSoijRJmSgGfq74mcxFqP48B0xgQGetGbiv953QyiSy/nMs2ASTpfFGUCQ4KnEeCQK0ZBjA0hVHFzK6YDoggFE1TFhOAsvrxM3LPGVcO5Pa81m0UaZXSEjtEpctAFaqIb1EIuokihZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gBpcJH/</latexit><latexit sha1_base64="iEs4b5LZBCbtUB6lE4kPWZG8sqA=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBQymJCOqt4MVjBWMLbQybzaZdutmE3Ym2hP4PLx5UvPpjvPlv3LY5aOuDgcd7M8zMC1LBNdj2t1VaWV1b3yhvVra2d3b3qvsH9zrJFGUuTUSiOgHRTHDJXOAgWCdVjMSBYO1geD31249MaZ7IOxinzItJX/KIUwJGehj5Tr0nwgR0feRLv1qzG/YMeJk4BamhAi2/+tULE5rFTAIVROuuY6fg5UQBp4JNKr1Ms5TQIemzrqGSxEx7+ezqCT4xSoijRJmSgGfq74mcxFqP48B0xgQGetGbiv953QyiSy/nMs2ASTpfFGUCQ4KnEeCQK0ZBjA0hVHFzK6YDoggFE1TFhOAsvrxM3LPGVcO5Pa81m0UaZXSEjtEpctAFaqIb1EIuokihZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gBpcJH/</latexit><latexit sha1_base64="iEs4b5LZBCbtUB6lE4kPWZG8sqA=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBQymJCOqt4MVjBWMLbQybzaZdutmE3Ym2hP4PLx5UvPpjvPlv3LY5aOuDgcd7M8zMC1LBNdj2t1VaWV1b3yhvVra2d3b3qvsH9zrJFGUuTUSiOgHRTHDJXOAgWCdVjMSBYO1geD31249MaZ7IOxinzItJX/KIUwJGehj5Tr0nwgR0feRLv1qzG/YMeJk4BamhAi2/+tULE5rFTAIVROuuY6fg5UQBp4JNKr1Ms5TQIemzrqGSxEx7+ezqCT4xSoijRJmSgGfq74mcxFqP48B0xgQGetGbiv953QyiSy/nMs2ASTpfFGUCQ4KnEeCQK0ZBjA0hVHFzK6YDoggFE1TFhOAsvrxM3LPGVcO5Pa81m0UaZXSEjtEpctAFaqIb1EIuokihZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gBpcJH/</latexit>

m 2 N
<latexit sha1_base64="Tg563s2k5JBhJwB+KSoLudv6iLI=">AAAB9HicbVBNSwMxFHzrZ61fVY9egkXwVHZFUG8FL56kgmsL3bVk02wbmmSXJKuUpf/DiwcVr/4Yb/4bs+0etHUgMMy8x5tMlHKmjet+O0vLK6tr65WN6ubW9s5ubW//XieZItQnCU9UJ8Kaciapb5jhtJMqikXEaTsaXRV++5EqzRJ5Z8YpDQUeSBYzgo2VHkTAZCCwGUZRfjPp1epuw50CLRKvJHUo0erVvoJ+QjJBpSEca9313NSEOVaGEU4n1SDTNMVkhAe0a6nEguown6aeoGOr9FGcKPukQVP190aOhdZjEdnJIqGe9wrxP6+bmfgizJlMM0MlmR2KM45MgooKUJ8pSgwfW4KJYjYrIkOsMDG2qKotwZv/8iLxTxuXDe/2rN5slm1U4BCO4AQ8OIcmXEMLfCCg4Ble4c15cl6cd+djNrrklDsH8AfO5w89C5KI</latexit><latexit sha1_base64="Tg563s2k5JBhJwB+KSoLudv6iLI=">AAAB9HicbVBNSwMxFHzrZ61fVY9egkXwVHZFUG8FL56kgmsL3bVk02wbmmSXJKuUpf/DiwcVr/4Yb/4bs+0etHUgMMy8x5tMlHKmjet+O0vLK6tr65WN6ubW9s5ubW//XieZItQnCU9UJ8Kaciapb5jhtJMqikXEaTsaXRV++5EqzRJ5Z8YpDQUeSBYzgo2VHkTAZCCwGUZRfjPp1epuw50CLRKvJHUo0erVvoJ+QjJBpSEca9313NSEOVaGEU4n1SDTNMVkhAe0a6nEguown6aeoGOr9FGcKPukQVP190aOhdZjEdnJIqGe9wrxP6+bmfgizJlMM0MlmR2KM45MgooKUJ8pSgwfW4KJYjYrIkOsMDG2qKotwZv/8iLxTxuXDe/2rN5slm1U4BCO4AQ8OIcmXEMLfCCg4Ble4c15cl6cd+djNrrklDsH8AfO5w89C5KI</latexit><latexit sha1_base64="Tg563s2k5JBhJwB+KSoLudv6iLI=">AAAB9HicbVBNSwMxFHzrZ61fVY9egkXwVHZFUG8FL56kgmsL3bVk02wbmmSXJKuUpf/DiwcVr/4Yb/4bs+0etHUgMMy8x5tMlHKmjet+O0vLK6tr65WN6ubW9s5ubW//XieZItQnCU9UJ8Kaciapb5jhtJMqikXEaTsaXRV++5EqzRJ5Z8YpDQUeSBYzgo2VHkTAZCCwGUZRfjPp1epuw50CLRKvJHUo0erVvoJ+QjJBpSEca9313NSEOVaGEU4n1SDTNMVkhAe0a6nEguown6aeoGOr9FGcKPukQVP190aOhdZjEdnJIqGe9wrxP6+bmfgizJlMM0MlmR2KM45MgooKUJ8pSgwfW4KJYjYrIkOsMDG2qKotwZv/8iLxTxuXDe/2rN5slm1U4BCO4AQ8OIcmXEMLfCCg4Ble4c15cl6cd+djNrrklDsH8AfO5w89C5KI</latexit><latexit sha1_base64="Tg563s2k5JBhJwB+KSoLudv6iLI=">AAAB9HicbVBNSwMxFHzrZ61fVY9egkXwVHZFUG8FL56kgmsL3bVk02wbmmSXJKuUpf/DiwcVr/4Yb/4bs+0etHUgMMy8x5tMlHKmjet+O0vLK6tr65WN6ubW9s5ubW//XieZItQnCU9UJ8Kaciapb5jhtJMqikXEaTsaXRV++5EqzRJ5Z8YpDQUeSBYzgo2VHkTAZCCwGUZRfjPp1epuw50CLRKvJHUo0erVvoJ+QjJBpSEca9313NSEOVaGEU4n1SDTNMVkhAe0a6nEguown6aeoGOr9FGcKPukQVP190aOhdZjEdnJIqGe9wrxP6+bmfgizJlMM0MlmR2KM45MgooKUJ8pSgwfW4KJYjYrIkOsMDG2qKotwZv/8iLxTxuXDe/2rN5slm1U4BCO4AQ8OIcmXEMLfCCg4Ble4c15cl6cd+djNrrklDsH8AfO5w89C5KI</latexit>

µ(m)(x1, . . . , xn)
<latexit sha1_base64="wjL9ntBpUS/rqHK2tkoLlVqQ9Ro=">AAACAXicbVBNS8NAEN34WetX1JN4CRahhVISEdRbwYvHCsYWmhg2m027dHcTdjfSEooX/4oXDype/Rfe/Ddu2xy09cHA470ZZuaFKSVS2fa3sbS8srq2Xtoob25t7+yae/t3MskEwi5KaCI6IZSYEo5dRRTFnVRgyEKK2+HgauK3H7CQJOG3apRin8EeJzFBUGkpMA89lt3nVVYbV4eBU/dolChZHwa8FpgVu2FPYS0SpyAVUKAVmF9elKCMYa4QhVJ2HTtVfg6FIojicdnLJE4hGsAe7mrKIcPSz6cvjK0TrURWnAhdXFlT9fdEDpmUIxbqTgZVX857E/E/r5up+MLPCU8zhTmaLYozaqnEmuRhRURgpOhIE4gE0bdaqA8FREqnVtYhOPMvLxL3tHHZcG7OKs1mkUYJHIFjUAUOOAdNcA1awAUIPIJn8ArejCfjxXg3PmatS0YxcwD+wPj8AUPflkE=</latexit><latexit sha1_base64="wjL9ntBpUS/rqHK2tkoLlVqQ9Ro=">AAACAXicbVBNS8NAEN34WetX1JN4CRahhVISEdRbwYvHCsYWmhg2m027dHcTdjfSEooX/4oXDype/Rfe/Ddu2xy09cHA470ZZuaFKSVS2fa3sbS8srq2Xtoob25t7+yae/t3MskEwi5KaCI6IZSYEo5dRRTFnVRgyEKK2+HgauK3H7CQJOG3apRin8EeJzFBUGkpMA89lt3nVVYbV4eBU/dolChZHwa8FpgVu2FPYS0SpyAVUKAVmF9elKCMYa4QhVJ2HTtVfg6FIojicdnLJE4hGsAe7mrKIcPSz6cvjK0TrURWnAhdXFlT9fdEDpmUIxbqTgZVX857E/E/r5up+MLPCU8zhTmaLYozaqnEmuRhRURgpOhIE4gE0bdaqA8FREqnVtYhOPMvLxL3tHHZcG7OKs1mkUYJHIFjUAUOOAdNcA1awAUIPIJn8ArejCfjxXg3PmatS0YxcwD+wPj8AUPflkE=</latexit><latexit sha1_base64="wjL9ntBpUS/rqHK2tkoLlVqQ9Ro=">AAACAXicbVBNS8NAEN34WetX1JN4CRahhVISEdRbwYvHCsYWmhg2m027dHcTdjfSEooX/4oXDype/Rfe/Ddu2xy09cHA470ZZuaFKSVS2fa3sbS8srq2Xtoob25t7+yae/t3MskEwi5KaCI6IZSYEo5dRRTFnVRgyEKK2+HgauK3H7CQJOG3apRin8EeJzFBUGkpMA89lt3nVVYbV4eBU/dolChZHwa8FpgVu2FPYS0SpyAVUKAVmF9elKCMYa4QhVJ2HTtVfg6FIojicdnLJE4hGsAe7mrKIcPSz6cvjK0TrURWnAhdXFlT9fdEDpmUIxbqTgZVX857E/E/r5up+MLPCU8zhTmaLYozaqnEmuRhRURgpOhIE4gE0bdaqA8FREqnVtYhOPMvLxL3tHHZcG7OKs1mkUYJHIFjUAUOOAdNcA1awAUIPIJn8ArejCfjxXg3PmatS0YxcwD+wPj8AUPflkE=</latexit><latexit sha1_base64="wjL9ntBpUS/rqHK2tkoLlVqQ9Ro=">AAACAXicbVBNS8NAEN34WetX1JN4CRahhVISEdRbwYvHCsYWmhg2m027dHcTdjfSEooX/4oXDype/Rfe/Ddu2xy09cHA470ZZuaFKSVS2fa3sbS8srq2Xtoob25t7+yae/t3MskEwi5KaCI6IZSYEo5dRRTFnVRgyEKK2+HgauK3H7CQJOG3apRin8EeJzFBUGkpMA89lt3nVVYbV4eBU/dolChZHwa8FpgVu2FPYS0SpyAVUKAVmF9elKCMYa4QhVJ2HTtVfg6FIojicdnLJE4hGsAe7mrKIcPSz6cvjK0TrURWnAhdXFlT9fdEDpmUIxbqTgZVX857E/E/r5up+MLPCU8zhTmaLYozaqnEmuRhRURgpOhIE4gE0bdaqA8FREqnVtYhOPMvLxL3tHHZcG7OKs1mkUYJHIFjUAUOOAdNcA1awAUIPIJn8ArejCfjxXg3PmatS0YxcwD+wPj8AUPflkE=</latexit>

µ(m)  µ
<latexit sha1_base64="k83p9biT2u9Pr4jZ4nI8sfvSSY4=">AAAB+HicbVBNSwMxEM36WevXqkcvwSLUS9kVQb0VvHis4NpCu5ZsOtuGJtk1yRbK0n/ixYOKV3+KN/+NabsHbX0w8PLeDJl5UcqZNp737aysrq1vbJa2yts7u3v77sHhg04yRSGgCU9UKyIaOJMQGGY4tFIFREQcmtHwZuo3R6A0S+S9GacQCtKXLGaUGCt1Xbcjsse8Ks4mHQ5P9tF1K17NmwEvE78gFVSg0XW/Or2EZgKkoZxo3fa91IQ5UYZRDpNyJ9OQEjokfWhbKokAHeazzSf41Co9HCfKljR4pv6eyInQeiwi2ymIGehFbyr+57UzE1+FOZNpZkDS+UdxxrFJ8DQG3GMKqOFjSwhVzO6K6YAoQo0Nq2xD8BdPXibBee265t9dVOr1Io0SOkYnqIp8dInq6BY1UIAoGqFn9IrenNx5cd6dj3nrilPMHKE/cD5/AMYEk0s=</latexit><latexit sha1_base64="k83p9biT2u9Pr4jZ4nI8sfvSSY4=">AAAB+HicbVBNSwMxEM36WevXqkcvwSLUS9kVQb0VvHis4NpCu5ZsOtuGJtk1yRbK0n/ixYOKV3+KN/+NabsHbX0w8PLeDJl5UcqZNp737aysrq1vbJa2yts7u3v77sHhg04yRSGgCU9UKyIaOJMQGGY4tFIFREQcmtHwZuo3R6A0S+S9GacQCtKXLGaUGCt1Xbcjsse8Ks4mHQ5P9tF1K17NmwEvE78gFVSg0XW/Or2EZgKkoZxo3fa91IQ5UYZRDpNyJ9OQEjokfWhbKokAHeazzSf41Co9HCfKljR4pv6eyInQeiwi2ymIGehFbyr+57UzE1+FOZNpZkDS+UdxxrFJ8DQG3GMKqOFjSwhVzO6K6YAoQo0Nq2xD8BdPXibBee265t9dVOr1Io0SOkYnqIp8dInq6BY1UIAoGqFn9IrenNx5cd6dj3nrilPMHKE/cD5/AMYEk0s=</latexit><latexit sha1_base64="k83p9biT2u9Pr4jZ4nI8sfvSSY4=">AAAB+HicbVBNSwMxEM36WevXqkcvwSLUS9kVQb0VvHis4NpCu5ZsOtuGJtk1yRbK0n/ixYOKV3+KN/+NabsHbX0w8PLeDJl5UcqZNp737aysrq1vbJa2yts7u3v77sHhg04yRSGgCU9UKyIaOJMQGGY4tFIFREQcmtHwZuo3R6A0S+S9GacQCtKXLGaUGCt1Xbcjsse8Ks4mHQ5P9tF1K17NmwEvE78gFVSg0XW/Or2EZgKkoZxo3fa91IQ5UYZRDpNyJ9OQEjokfWhbKokAHeazzSf41Co9HCfKljR4pv6eyInQeiwi2ymIGehFbyr+57UzE1+FOZNpZkDS+UdxxrFJ8DQG3GMKqOFjSwhVzO6K6YAoQo0Nq2xD8BdPXibBee265t9dVOr1Io0SOkYnqIp8dInq6BY1UIAoGqFn9IrenNx5cd6dj3nrilPMHKE/cD5/AMYEk0s=</latexit><latexit sha1_base64="k83p9biT2u9Pr4jZ4nI8sfvSSY4=">AAAB+HicbVBNSwMxEM36WevXqkcvwSLUS9kVQb0VvHis4NpCu5ZsOtuGJtk1yRbK0n/ixYOKV3+KN/+NabsHbX0w8PLeDJl5UcqZNp737aysrq1vbJa2yts7u3v77sHhg04yRSGgCU9UKyIaOJMQGGY4tFIFREQcmtHwZuo3R6A0S+S9GacQCtKXLGaUGCt1Xbcjsse8Ks4mHQ5P9tF1K17NmwEvE78gFVSg0XW/Or2EZgKkoZxo3fa91IQ5UYZRDpNyJ9OQEjokfWhbKokAHeazzSf41Co9HCfKljR4pv6eyInQeiwi2ymIGehFbyr+57UzE1+FOZNpZkDS+UdxxrFJ8DQG3GMKqOFjSwhVzO6K6YAoQo0Nq2xD8BdPXibBee265t9dVOr1Io0SOkYnqIp8dInq6BY1UIAoGqFn9IrenNx5cd6dj3nrilPMHKE/cD5/AMYEk0s=</latexit>

lim
m!1

µ(m) = µ.
<latexit sha1_base64="F1PyUQP8RYSUthkHHfLItxryXLo=">AAACB3icbZDLSsNAFIYnXmu9RV26MFiEuimJCOpCKLhxWcHYQlPDZDpph85MwsyJUEKWbnwVNy5U3PoK7nwbp5eFtv4w8PGfczhz/ijlTIPrflsLi0vLK6ultfL6xubWtr2ze6eTTBHqk4QnqhVhTTmT1AcGnLZSRbGIOG1Gg6tRvflAlWaJvIVhSjsC9ySLGcFgrNA+CDgTYS4CSAImYxgWgcju86o4Li4N1UK74tbcsZx58KZQQVM1Qvsr6CYkE1QC4Vjrtuem0MmxAkY4LcpBpmmKyQD3aNugxILqTj4+pHCOjNN14kSZJ8EZu78nciy0HorIdAoMfT1bG5n/1doZxOednMk0AyrJZFGccQcSZ5SK02WKEuBDA5goZv7qkD5WmIDJrmxC8GZPngf/pHZR825OK/X6NI0S2keHqIo8dIbq6Bo1kI8IekTP6BW9WU/Wi/VufUxaF6zpzB76I+vzB4SKmdU=</latexit><latexit sha1_base64="F1PyUQP8RYSUthkHHfLItxryXLo=">AAACB3icbZDLSsNAFIYnXmu9RV26MFiEuimJCOpCKLhxWcHYQlPDZDpph85MwsyJUEKWbnwVNy5U3PoK7nwbp5eFtv4w8PGfczhz/ijlTIPrflsLi0vLK6ultfL6xubWtr2ze6eTTBHqk4QnqhVhTTmT1AcGnLZSRbGIOG1Gg6tRvflAlWaJvIVhSjsC9ySLGcFgrNA+CDgTYS4CSAImYxgWgcju86o4Li4N1UK74tbcsZx58KZQQVM1Qvsr6CYkE1QC4Vjrtuem0MmxAkY4LcpBpmmKyQD3aNugxILqTj4+pHCOjNN14kSZJ8EZu78nciy0HorIdAoMfT1bG5n/1doZxOednMk0AyrJZFGccQcSZ5SK02WKEuBDA5goZv7qkD5WmIDJrmxC8GZPngf/pHZR825OK/X6NI0S2keHqIo8dIbq6Bo1kI8IekTP6BW9WU/Wi/VufUxaF6zpzB76I+vzB4SKmdU=</latexit><latexit sha1_base64="F1PyUQP8RYSUthkHHfLItxryXLo=">AAACB3icbZDLSsNAFIYnXmu9RV26MFiEuimJCOpCKLhxWcHYQlPDZDpph85MwsyJUEKWbnwVNy5U3PoK7nwbp5eFtv4w8PGfczhz/ijlTIPrflsLi0vLK6ultfL6xubWtr2ze6eTTBHqk4QnqhVhTTmT1AcGnLZSRbGIOG1Gg6tRvflAlWaJvIVhSjsC9ySLGcFgrNA+CDgTYS4CSAImYxgWgcju86o4Li4N1UK74tbcsZx58KZQQVM1Qvsr6CYkE1QC4Vjrtuem0MmxAkY4LcpBpmmKyQD3aNugxILqTj4+pHCOjNN14kSZJ8EZu78nciy0HorIdAoMfT1bG5n/1doZxOednMk0AyrJZFGccQcSZ5SK02WKEuBDA5goZv7qkD5WmIDJrmxC8GZPngf/pHZR825OK/X6NI0S2keHqIo8dIbq6Bo1kI8IekTP6BW9WU/Wi/VufUxaF6zpzB76I+vzB4SKmdU=</latexit><latexit sha1_base64="F1PyUQP8RYSUthkHHfLItxryXLo=">AAACB3icbZDLSsNAFIYnXmu9RV26MFiEuimJCOpCKLhxWcHYQlPDZDpph85MwsyJUEKWbnwVNy5U3PoK7nwbp5eFtv4w8PGfczhz/ijlTIPrflsLi0vLK6ultfL6xubWtr2ze6eTTBHqk4QnqhVhTTmT1AcGnLZSRbGIOG1Gg6tRvflAlWaJvIVhSjsC9ySLGcFgrNA+CDgTYS4CSAImYxgWgcju86o4Li4N1UK74tbcsZx58KZQQVM1Qvsr6CYkE1QC4Vjrtuem0MmxAkY4LcpBpmmKyQD3aNugxILqTj4+pHCOjNN14kSZJ8EZu78nciy0HorIdAoMfT1bG5n/1doZxOednMk0AyrJZFGccQcSZ5SK02WKEuBDA5goZv7qkD5WmIDJrmxC8GZPngf/pHZR825OK/X6NI0S2keHqIo8dIbq6Bo1kI8IekTP6BW9WU/Wi/VufUxaF6zpzB76I+vzB4SKmdU=</latexit>

A universal enumerable semimeasure M is an enumerable semi-

measure such that for every enumerable semimeasure     there exists

some constant            such that 

µ
<latexit sha1_base64="A5nWoUUOfEN5OH6yiLYqFQWK514=">AAAB6XicbVA9SwNBEJ2LXzF+RS1tFoNgFe5EULuAjWVEzwSSI+xt9pIlu3vH7pwQQn6CjYWKrf/Izn/jJrlCow8GHu/NMDMvzqSw6PtfXmlldW19o7xZ2dre2d2r7h882DQ3jIcslalpx9RyKTQPUaDk7cxwqmLJW/Hoeua3HrmxItX3OM54pOhAi0Qwik6666q8V635dX8O8pcEBalBgWav+tntpyxXXCOT1NpO4GcYTahBwSSfVrq55RllIzrgHUc1VdxGk/mpU3LilD5JUuNKI5mrPycmVFk7VrHrVBSHdtmbif95nRyTy2gidJYj12yxKMklwZTM/iZ9YThDOXaEMiPcrYQNqaEMXToVF0Kw/PJfEp7Vr+rB7Xmt0SjSKMMRHMMpBHABDbiBJoTAYABP8AKvnvSevTfvfdFa8oqZQ/gF7+MbylONqA==</latexit><latexit sha1_base64="A5nWoUUOfEN5OH6yiLYqFQWK514=">AAAB6XicbVA9SwNBEJ2LXzF+RS1tFoNgFe5EULuAjWVEzwSSI+xt9pIlu3vH7pwQQn6CjYWKrf/Izn/jJrlCow8GHu/NMDMvzqSw6PtfXmlldW19o7xZ2dre2d2r7h882DQ3jIcslalpx9RyKTQPUaDk7cxwqmLJW/Hoeua3HrmxItX3OM54pOhAi0Qwik6666q8V635dX8O8pcEBalBgWav+tntpyxXXCOT1NpO4GcYTahBwSSfVrq55RllIzrgHUc1VdxGk/mpU3LilD5JUuNKI5mrPycmVFk7VrHrVBSHdtmbif95nRyTy2gidJYj12yxKMklwZTM/iZ9YThDOXaEMiPcrYQNqaEMXToVF0Kw/PJfEp7Vr+rB7Xmt0SjSKMMRHMMpBHABDbiBJoTAYABP8AKvnvSevTfvfdFa8oqZQ/gF7+MbylONqA==</latexit><latexit sha1_base64="A5nWoUUOfEN5OH6yiLYqFQWK514=">AAAB6XicbVA9SwNBEJ2LXzF+RS1tFoNgFe5EULuAjWVEzwSSI+xt9pIlu3vH7pwQQn6CjYWKrf/Izn/jJrlCow8GHu/NMDMvzqSw6PtfXmlldW19o7xZ2dre2d2r7h882DQ3jIcslalpx9RyKTQPUaDk7cxwqmLJW/Hoeua3HrmxItX3OM54pOhAi0Qwik6666q8V635dX8O8pcEBalBgWav+tntpyxXXCOT1NpO4GcYTahBwSSfVrq55RllIzrgHUc1VdxGk/mpU3LilD5JUuNKI5mrPycmVFk7VrHrVBSHdtmbif95nRyTy2gidJYj12yxKMklwZTM/iZ9YThDOXaEMiPcrYQNqaEMXToVF0Kw/PJfEp7Vr+rB7Xmt0SjSKMMRHMMpBHABDbiBJoTAYABP8AKvnvSevTfvfdFa8oqZQ/gF7+MbylONqA==</latexit><latexit sha1_base64="A5nWoUUOfEN5OH6yiLYqFQWK514=">AAAB6XicbVA9SwNBEJ2LXzF+RS1tFoNgFe5EULuAjWVEzwSSI+xt9pIlu3vH7pwQQn6CjYWKrf/Izn/jJrlCow8GHu/NMDMvzqSw6PtfXmlldW19o7xZ2dre2d2r7h882DQ3jIcslalpx9RyKTQPUaDk7cxwqmLJW/Hoeua3HrmxItX3OM54pOhAi0Qwik6666q8V635dX8O8pcEBalBgWav+tntpyxXXCOT1NpO4GcYTahBwSSfVrq55RllIzrgHUc1VdxGk/mpU3LilD5JUuNKI5mrPycmVFk7VrHrVBSHdtmbif95nRyTy2gidJYj12yxKMklwZTM/iZ9YThDOXaEMiPcrYQNqaEMXToVF0Kw/PJfEp7Vr+rB7Xmt0SjSKMMRHMMpBHABDbiBJoTAYABP8AKvnvSevTfvfdFa8oqZQ/gF7+MbylONqA==</latexit>

c > 0
<latexit sha1_base64="lfA5NQ9iVi6Q4rdPdSF0Rdepe9E=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUC9S8OKxorGFNpTNdtIu3WzC7kYooT/BiwcVr/4jb/4bt20O2vpg4PHeDDPzwlRwbVz32ymtrK6tb5Q3K1vbO7t71f2DR51kiqHPEpGodkg1Ci7RN9wIbKcKaRwKbIWjm6nfekKleSIfzDjFIKYDySPOqLHSPbt2e9WaW3dnIMvEK0gNCjR71a9uP2FZjNIwQbXueG5qgpwqw5nASaWbaUwpG9EBdiyVNEYd5LNTJ+TEKn0SJcqWNGSm/p7Iaaz1OA5tZ0zNUC96U/E/r5OZ6DLIuUwzg5LNF0WZICYh079JnytkRowtoUxxeythQ6ooMzadig3BW3x5mfhn9au6d3deazSKNMpwBMdwCh5cQANuoQk+MBjAM7zCmyOcF+fd+Zi3lpxi5hD+wPn8ASVrjTs=</latexit><latexit sha1_base64="lfA5NQ9iVi6Q4rdPdSF0Rdepe9E=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUC9S8OKxorGFNpTNdtIu3WzC7kYooT/BiwcVr/4jb/4bt20O2vpg4PHeDDPzwlRwbVz32ymtrK6tb5Q3K1vbO7t71f2DR51kiqHPEpGodkg1Ci7RN9wIbKcKaRwKbIWjm6nfekKleSIfzDjFIKYDySPOqLHSPbt2e9WaW3dnIMvEK0gNCjR71a9uP2FZjNIwQbXueG5qgpwqw5nASaWbaUwpG9EBdiyVNEYd5LNTJ+TEKn0SJcqWNGSm/p7Iaaz1OA5tZ0zNUC96U/E/r5OZ6DLIuUwzg5LNF0WZICYh079JnytkRowtoUxxeythQ6ooMzadig3BW3x5mfhn9au6d3deazSKNMpwBMdwCh5cQANuoQk+MBjAM7zCmyOcF+fd+Zi3lpxi5hD+wPn8ASVrjTs=</latexit><latexit sha1_base64="lfA5NQ9iVi6Q4rdPdSF0Rdepe9E=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUC9S8OKxorGFNpTNdtIu3WzC7kYooT/BiwcVr/4jb/4bt20O2vpg4PHeDDPzwlRwbVz32ymtrK6tb5Q3K1vbO7t71f2DR51kiqHPEpGodkg1Ci7RN9wIbKcKaRwKbIWjm6nfekKleSIfzDjFIKYDySPOqLHSPbt2e9WaW3dnIMvEK0gNCjR71a9uP2FZjNIwQbXueG5qgpwqw5nASaWbaUwpG9EBdiyVNEYd5LNTJ+TEKn0SJcqWNGSm/p7Iaaz1OA5tZ0zNUC96U/E/r5OZ6DLIuUwzg5LNF0WZICYh079JnytkRowtoUxxeythQ6ooMzadig3BW3x5mfhn9au6d3deazSKNMpwBMdwCh5cQANuoQk+MBjAM7zCmyOcF+fd+Zi3lpxi5hD+wPn8ASVrjTs=</latexit><latexit sha1_base64="lfA5NQ9iVi6Q4rdPdSF0Rdepe9E=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUC9S8OKxorGFNpTNdtIu3WzC7kYooT/BiwcVr/4jb/4bt20O2vpg4PHeDDPzwlRwbVz32ymtrK6tb5Q3K1vbO7t71f2DR51kiqHPEpGodkg1Ci7RN9wIbKcKaRwKbIWjm6nfekKleSIfzDjFIKYDySPOqLHSPbt2e9WaW3dnIMvEK0gNCjR71a9uP2FZjNIwQbXueG5qgpwqw5nASaWbaUwpG9EBdiyVNEYd5LNTJ+TEKn0SJcqWNGSm/p7Iaaz1OA5tZ0zNUC96U/E/r5OZ6DLIuUwzg5LNF0WZICYh079JnytkRowtoUxxeythQ6ooMzadig3BW3x5mfhn9au6d3deazSKNMpwBMdwCh5cQANuoQk+MBjAM7zCmyOcF+fd+Zi3lpxi5hD+wPn8ASVrjTs=</latexit>

M(x1, . . . , xn) � c · µ(x1, . . . , xn).
<latexit sha1_base64="kwQj5RrXSJ5X1yKlsaXqiTswloc=">AAACI3icbVDLSgMxFM34rPU16tJNsAgVSpkRQcVNwY0boYK1hc4wZDKZNjTJjElGWoZ+jBt/xY0LLW5c+C+mj4W2HggczrmXm3PClFGlHefLWlpeWV1bL2wUN7e2d3btvf0HlWQSkwZOWCJbIVKEUUEammpGWqkkiIeMNMPe9dhvPhGpaCLu9SAlPkcdQWOKkTZSYF95HOluGOe3w3I/cCseixKtKv1AnHgd8ggx9LBRoMezeb8a2CWn6kwAF4k7IyUwQz2wR16U4IwToTFDSrVdJ9V+jqSmmJFh0csUSRHuoQ5pGyoQJ8rPJyGH8NgoEYwTaZ7QcKL+3sgRV2rAQzM5jqTmvbH4n9fOdHzh51SkmSYCTw/FGYM6gePGYEQlwZoNDEFYUvNXiLtIIqxNr0VTgjsfeZE0TquXVffurFSrzdoogENwBMrABeegBm5AHTQABs/gFbyDD+vFerNG1ud0dMma7RyAP7C+fwBqJ6Oc</latexit><latexit sha1_base64="kwQj5RrXSJ5X1yKlsaXqiTswloc=">AAACI3icbVDLSgMxFM34rPU16tJNsAgVSpkRQcVNwY0boYK1hc4wZDKZNjTJjElGWoZ+jBt/xY0LLW5c+C+mj4W2HggczrmXm3PClFGlHefLWlpeWV1bL2wUN7e2d3btvf0HlWQSkwZOWCJbIVKEUUEammpGWqkkiIeMNMPe9dhvPhGpaCLu9SAlPkcdQWOKkTZSYF95HOluGOe3w3I/cCseixKtKv1AnHgd8ggx9LBRoMezeb8a2CWn6kwAF4k7IyUwQz2wR16U4IwToTFDSrVdJ9V+jqSmmJFh0csUSRHuoQ5pGyoQJ8rPJyGH8NgoEYwTaZ7QcKL+3sgRV2rAQzM5jqTmvbH4n9fOdHzh51SkmSYCTw/FGYM6gePGYEQlwZoNDEFYUvNXiLtIIqxNr0VTgjsfeZE0TquXVffurFSrzdoogENwBMrABeegBm5AHTQABs/gFbyDD+vFerNG1ud0dMma7RyAP7C+fwBqJ6Oc</latexit><latexit sha1_base64="kwQj5RrXSJ5X1yKlsaXqiTswloc=">AAACI3icbVDLSgMxFM34rPU16tJNsAgVSpkRQcVNwY0boYK1hc4wZDKZNjTJjElGWoZ+jBt/xY0LLW5c+C+mj4W2HggczrmXm3PClFGlHefLWlpeWV1bL2wUN7e2d3btvf0HlWQSkwZOWCJbIVKEUUEammpGWqkkiIeMNMPe9dhvPhGpaCLu9SAlPkcdQWOKkTZSYF95HOluGOe3w3I/cCseixKtKv1AnHgd8ggx9LBRoMezeb8a2CWn6kwAF4k7IyUwQz2wR16U4IwToTFDSrVdJ9V+jqSmmJFh0csUSRHuoQ5pGyoQJ8rPJyGH8NgoEYwTaZ7QcKL+3sgRV2rAQzM5jqTmvbH4n9fOdHzh51SkmSYCTw/FGYM6gePGYEQlwZoNDEFYUvNXiLtIIqxNr0VTgjsfeZE0TquXVffurFSrzdoogENwBMrABeegBm5AHTQABs/gFbyDD+vFerNG1ud0dMma7RyAP7C+fwBqJ6Oc</latexit><latexit sha1_base64="kwQj5RrXSJ5X1yKlsaXqiTswloc=">AAACI3icbVDLSgMxFM34rPU16tJNsAgVSpkRQcVNwY0boYK1hc4wZDKZNjTJjElGWoZ+jBt/xY0LLW5c+C+mj4W2HggczrmXm3PClFGlHefLWlpeWV1bL2wUN7e2d3btvf0HlWQSkwZOWCJbIVKEUUEammpGWqkkiIeMNMPe9dhvPhGpaCLu9SAlPkcdQWOKkTZSYF95HOluGOe3w3I/cCseixKtKv1AnHgd8ggx9LBRoMezeb8a2CWn6kwAF4k7IyUwQz2wR16U4IwToTFDSrVdJ9V+jqSmmJFh0csUSRHuoQ5pGyoQJ8rPJyGH8NgoEYwTaZ7QcKL+3sgRV2rAQzM5jqTmvbH4n9fOdHzh51SkmSYCTw/FGYM6gePGYEQlwZoNDEFYUvNXiLtIIqxNr0VTgjsfeZE0TquXVffurFSrzdoogENwBMrABeegBm5AHTQABs/gFbyDD+vFerNG1ud0dMma7RyAP7C+fwBqJ6Oc</latexit>



What is algorithmic probability?

2. Postulates of the theory

From observers to physics via algorithmic information theory                                                                                          Markus P. Müller

Measure:
X

x1

µ(x1) = 1,
<latexit sha1_base64="60BfFoHkepnCzn2DTHV/20jBYds=">AAAB/XicbVDLSgMxFM3UV62vUXHlJliEClJmRFAXQsGNywqOLXSGIZOmbWiSGfIQy1DwV9y4UHHrf7jzb0zbWWj1wOUezrmX3JwkY1Rpz/tySguLS8sr5dXK2vrG5pa7vXOnUiMxCXDKUtlOkCKMChJoqhlpZ5IgnjDSSoZXE791T6SiqbjVo4xEHPUF7VGMtJVidy9Uhsf5Q+yPQ25qth9d+sexW/Xq3hTwL/ELUgUFmrH7GXZTbDgRGjOkVMf3Mh3lSGqKGRlXQqNIhvAQ9UnHUoE4UVE+PX8MD63Shb1U2hIaTtWfGzniSo14Yic50gM1703E/7yO0b3zKKciM5oIPHuoZxjUKZxkAbtUEqzZyBKEJbW3QjxAEmFtE6vYEPz5L/8lwUn9ou7fnFYbjSKNMtgHB6AGfHAGGuAaNEEAMMjBE3gBr86j8+y8Oe+z0ZJT7OyCX3A+vgFEX5SQ</latexit><latexit sha1_base64="60BfFoHkepnCzn2DTHV/20jBYds=">AAAB/XicbVDLSgMxFM3UV62vUXHlJliEClJmRFAXQsGNywqOLXSGIZOmbWiSGfIQy1DwV9y4UHHrf7jzb0zbWWj1wOUezrmX3JwkY1Rpz/tySguLS8sr5dXK2vrG5pa7vXOnUiMxCXDKUtlOkCKMChJoqhlpZ5IgnjDSSoZXE791T6SiqbjVo4xEHPUF7VGMtJVidy9Uhsf5Q+yPQ25qth9d+sexW/Xq3hTwL/ELUgUFmrH7GXZTbDgRGjOkVMf3Mh3lSGqKGRlXQqNIhvAQ9UnHUoE4UVE+PX8MD63Shb1U2hIaTtWfGzniSo14Yic50gM1703E/7yO0b3zKKciM5oIPHuoZxjUKZxkAbtUEqzZyBKEJbW3QjxAEmFtE6vYEPz5L/8lwUn9ou7fnFYbjSKNMtgHB6AGfHAGGuAaNEEAMMjBE3gBr86j8+y8Oe+z0ZJT7OyCX3A+vgFEX5SQ</latexit><latexit sha1_base64="60BfFoHkepnCzn2DTHV/20jBYds=">AAAB/XicbVDLSgMxFM3UV62vUXHlJliEClJmRFAXQsGNywqOLXSGIZOmbWiSGfIQy1DwV9y4UHHrf7jzb0zbWWj1wOUezrmX3JwkY1Rpz/tySguLS8sr5dXK2vrG5pa7vXOnUiMxCXDKUtlOkCKMChJoqhlpZ5IgnjDSSoZXE791T6SiqbjVo4xEHPUF7VGMtJVidy9Uhsf5Q+yPQ25qth9d+sexW/Xq3hTwL/ELUgUFmrH7GXZTbDgRGjOkVMf3Mh3lSGqKGRlXQqNIhvAQ9UnHUoE4UVE+PX8MD63Shb1U2hIaTtWfGzniSo14Yic50gM1703E/7yO0b3zKKciM5oIPHuoZxjUKZxkAbtUEqzZyBKEJbW3QjxAEmFtE6vYEPz5L/8lwUn9ou7fnFYbjSKNMtgHB6AGfHAGGuAaNEEAMMjBE3gBr86j8+y8Oe+z0ZJT7OyCX3A+vgFEX5SQ</latexit><latexit sha1_base64="60BfFoHkepnCzn2DTHV/20jBYds=">AAAB/XicbVDLSgMxFM3UV62vUXHlJliEClJmRFAXQsGNywqOLXSGIZOmbWiSGfIQy1DwV9y4UHHrf7jzb0zbWWj1wOUezrmX3JwkY1Rpz/tySguLS8sr5dXK2vrG5pa7vXOnUiMxCXDKUtlOkCKMChJoqhlpZ5IgnjDSSoZXE791T6SiqbjVo4xEHPUF7VGMtJVidy9Uhsf5Q+yPQ25qth9d+sexW/Xq3hTwL/ELUgUFmrH7GXZTbDgRGjOkVMf3Mh3lSGqKGRlXQqNIhvAQ9UnHUoE4UVE+PX8MD63Shb1U2hIaTtWfGzniSo14Yic50gM1703E/7yO0b3zKKciM5oIPHuoZxjUKZxkAbtUEqzZyBKEJbW3QjxAEmFtE6vYEPz5L/8lwUn9ou7fnFYbjSKNMtgHB6AGfHAGGuAaNEEAMMjBE3gBr86j8+y8Oe+z0ZJT7OyCX3A+vgFEX5SQ</latexit>

X

xn+1

µ(x1, . . . , xn, xn+1) = µ(x1, . . . , xn).

<latexit sha1_base64="tLKyHmwBPyB6wxd+aaGWFSrKtdE=">AAACJnicbVDLSsNAFJ3UV62vqEs3wSK0WEoigrpQCm5cVrC20JQwmU7bofMIMxNpCfkbN/6KG8EH4s5Pcdpmoa0HLhzOuZd77wkjSpR23S8rt7S8srqWXy9sbG5t79i7e/dKxBLhBhJUyFYIFaaE44YmmuJWJDFkIcXNcHg98ZsPWCoi+J0eR7jDYJ+THkFQGymwr3wVsyAZBQk/9tLUZ3FpFHgVn3aFVpVRwCuZVb5c9MrVwC66VXcKZ5F4GSmCDPXAfvW7AsUMc40oVKrtuZHuJFBqgihOC36scATREPZx21AOGVadZPpn6hwZpev0hDTFtTNVf08kkCk1ZqHpZFAP1Lw3Ef/z2rHunXcSwqNYY45mi3oxdbRwJqE5XSIx0nRsCESSmFsdNIASIm2iLZgQvPmXF0njpHpR9W5Pi7ValkYeHIBDUAIeOAM1cAPqoAEQeATP4A28W0/Wi/Vhfc5ac1Y2sw/+wPr+AVWkpSY=</latexit><latexit sha1_base64="tLKyHmwBPyB6wxd+aaGWFSrKtdE=">AAACJnicbVDLSsNAFJ3UV62vqEs3wSK0WEoigrpQCm5cVrC20JQwmU7bofMIMxNpCfkbN/6KG8EH4s5Pcdpmoa0HLhzOuZd77wkjSpR23S8rt7S8srqWXy9sbG5t79i7e/dKxBLhBhJUyFYIFaaE44YmmuJWJDFkIcXNcHg98ZsPWCoi+J0eR7jDYJ+THkFQGymwr3wVsyAZBQk/9tLUZ3FpFHgVn3aFVpVRwCuZVb5c9MrVwC66VXcKZ5F4GSmCDPXAfvW7AsUMc40oVKrtuZHuJFBqgihOC36scATREPZx21AOGVadZPpn6hwZpev0hDTFtTNVf08kkCk1ZqHpZFAP1Lw3Ef/z2rHunXcSwqNYY45mi3oxdbRwJqE5XSIx0nRsCESSmFsdNIASIm2iLZgQvPmXF0njpHpR9W5Pi7ValkYeHIBDUAIeOAM1cAPqoAEQeATP4A28W0/Wi/Vhfc5ac1Y2sw/+wPr+AVWkpSY=</latexit><latexit sha1_base64="tLKyHmwBPyB6wxd+aaGWFSrKtdE=">AAACJnicbVDLSsNAFJ3UV62vqEs3wSK0WEoigrpQCm5cVrC20JQwmU7bofMIMxNpCfkbN/6KG8EH4s5Pcdpmoa0HLhzOuZd77wkjSpR23S8rt7S8srqWXy9sbG5t79i7e/dKxBLhBhJUyFYIFaaE44YmmuJWJDFkIcXNcHg98ZsPWCoi+J0eR7jDYJ+THkFQGymwr3wVsyAZBQk/9tLUZ3FpFHgVn3aFVpVRwCuZVb5c9MrVwC66VXcKZ5F4GSmCDPXAfvW7AsUMc40oVKrtuZHuJFBqgihOC36scATREPZx21AOGVadZPpn6hwZpev0hDTFtTNVf08kkCk1ZqHpZFAP1Lw3Ef/z2rHunXcSwqNYY45mi3oxdbRwJqE5XSIx0nRsCESSmFsdNIASIm2iLZgQvPmXF0njpHpR9W5Pi7ValkYeHIBDUAIeOAM1cAPqoAEQeATP4A28W0/Wi/Vhfc5ac1Y2sw/+wPr+AVWkpSY=</latexit><latexit sha1_base64="tLKyHmwBPyB6wxd+aaGWFSrKtdE=">AAACJnicbVDLSsNAFJ3UV62vqEs3wSK0WEoigrpQCm5cVrC20JQwmU7bofMIMxNpCfkbN/6KG8EH4s5Pcdpmoa0HLhzOuZd77wkjSpR23S8rt7S8srqWXy9sbG5t79i7e/dKxBLhBhJUyFYIFaaE44YmmuJWJDFkIcXNcHg98ZsPWCoi+J0eR7jDYJ+THkFQGymwr3wVsyAZBQk/9tLUZ3FpFHgVn3aFVpVRwCuZVb5c9MrVwC66VXcKZ5F4GSmCDPXAfvW7AsUMc40oVKrtuZHuJFBqgihOC36scATREPZx21AOGVadZPpn6hwZpev0hDTFtTNVf08kkCk1ZqHpZFAP1Lw3Ef/z2rHunXcSwqNYY45mi3oxdbRwJqE5XSIx0nRsCESSmFsdNIASIm2iLZgQvPmXF0njpHpR9W5Pi7ValkYeHIBDUAIeOAM1cAPqoAEQeATP4A28W0/Wi/Vhfc5ac1Y2sw/+wPr+AVWkpSY=</latexit>

Semimeasure: Same with “   “ instead of “=“.
<latexit sha1_base64="JA6J8PiEjr2/uYpGlg0fOBrYByk=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3gxWMFYwttKJvtpF26m8TdjVBC/4IXDype/UXe/Ddu2hy09cHA470ZZuaFqeDauO63s7K6tr6xWdmqbu/s7u3XDg4fdJIphj5LRKI6IdUoeIy+4UZgJ1VIZSiwHY5vCr/9hErzJL43kxQDSYcxjzijppB6Ah/7tbrbcGcgy8QrSR1KtPq1r94gYZnE2DBBte56bmqCnCrDmcBptZdpTCkb0yF2LY2pRB3ks1un5NQqAxIlylZsyEz9PZFTqfVEhrZTUjPSi14h/ud1MxNdBTmP08xgzOaLokwQk5DicTLgCpkRE0soU9zeStiIKsqMjadqQ/AWX14m/nnjuuHdXdSbzTKNChzDCZyBB5fQhFtogQ8MRvAMr/DmSOfFeXc+5q0rTjlzBH/gfP4AgZWOEg==</latexit><latexit sha1_base64="JA6J8PiEjr2/uYpGlg0fOBrYByk=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3gxWMFYwttKJvtpF26m8TdjVBC/4IXDype/UXe/Ddu2hy09cHA470ZZuaFqeDauO63s7K6tr6xWdmqbu/s7u3XDg4fdJIphj5LRKI6IdUoeIy+4UZgJ1VIZSiwHY5vCr/9hErzJL43kxQDSYcxjzijppB6Ah/7tbrbcGcgy8QrSR1KtPq1r94gYZnE2DBBte56bmqCnCrDmcBptZdpTCkb0yF2LY2pRB3ks1un5NQqAxIlylZsyEz9PZFTqfVEhrZTUjPSi14h/ud1MxNdBTmP08xgzOaLokwQk5DicTLgCpkRE0soU9zeStiIKsqMjadqQ/AWX14m/nnjuuHdXdSbzTKNChzDCZyBB5fQhFtogQ8MRvAMr/DmSOfFeXc+5q0rTjlzBH/gfP4AgZWOEg==</latexit><latexit sha1_base64="JA6J8PiEjr2/uYpGlg0fOBrYByk=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3gxWMFYwttKJvtpF26m8TdjVBC/4IXDype/UXe/Ddu2hy09cHA470ZZuaFqeDauO63s7K6tr6xWdmqbu/s7u3XDg4fdJIphj5LRKI6IdUoeIy+4UZgJ1VIZSiwHY5vCr/9hErzJL43kxQDSYcxjzijppB6Ah/7tbrbcGcgy8QrSR1KtPq1r94gYZnE2DBBte56bmqCnCrDmcBptZdpTCkb0yF2LY2pRB3ks1un5NQqAxIlylZsyEz9PZFTqfVEhrZTUjPSi14h/ud1MxNdBTmP08xgzOaLokwQk5DicTLgCpkRE0soU9zeStiIKsqMjadqQ/AWX14m/nnjuuHdXdSbzTKNChzDCZyBB5fQhFtogQ8MRvAMr/DmSOfFeXc+5q0rTjlzBH/gfP4AgZWOEg==</latexit><latexit sha1_base64="JA6J8PiEjr2/uYpGlg0fOBrYByk=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3gxWMFYwttKJvtpF26m8TdjVBC/4IXDype/UXe/Ddu2hy09cHA470ZZuaFqeDauO63s7K6tr6xWdmqbu/s7u3XDg4fdJIphj5LRKI6IdUoeIy+4UZgJ1VIZSiwHY5vCr/9hErzJL43kxQDSYcxjzijppB6Ah/7tbrbcGcgy8QrSR1KtPq1r94gYZnE2DBBte56bmqCnCrDmcBptZdpTCkb0yF2LY2pRB3ks1un5NQqAxIlylZsyEz9PZFTqfVEhrZTUjPSi14h/ud1MxNdBTmP08xgzOaLokwQk5DicTLgCpkRE0soU9zeStiIKsqMjadqQ/AWX14m/nnjuuHdXdSbzTKNChzDCZyBB5fQhFtogQ8MRvAMr/DmSOfFeXc+5q0rTjlzBH/gfP4AgZWOEg==</latexit>

A (semi)measure is computable if there is a computer program that,

on input                    and              outputs an             approximation 
to

x1, . . . , xn
<latexit sha1_base64="iEs4b5LZBCbtUB6lE4kPWZG8sqA=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBQymJCOqt4MVjBWMLbQybzaZdutmE3Ym2hP4PLx5UvPpjvPlv3LY5aOuDgcd7M8zMC1LBNdj2t1VaWV1b3yhvVra2d3b3qvsH9zrJFGUuTUSiOgHRTHDJXOAgWCdVjMSBYO1geD31249MaZ7IOxinzItJX/KIUwJGehj5Tr0nwgR0feRLv1qzG/YMeJk4BamhAi2/+tULE5rFTAIVROuuY6fg5UQBp4JNKr1Ms5TQIemzrqGSxEx7+ezqCT4xSoijRJmSgGfq74mcxFqP48B0xgQGetGbiv953QyiSy/nMs2ASTpfFGUCQ4KnEeCQK0ZBjA0hVHFzK6YDoggFE1TFhOAsvrxM3LPGVcO5Pa81m0UaZXSEjtEpctAFaqIb1EIuokihZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gBpcJH/</latexit><latexit sha1_base64="iEs4b5LZBCbtUB6lE4kPWZG8sqA=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBQymJCOqt4MVjBWMLbQybzaZdutmE3Ym2hP4PLx5UvPpjvPlv3LY5aOuDgcd7M8zMC1LBNdj2t1VaWV1b3yhvVra2d3b3qvsH9zrJFGUuTUSiOgHRTHDJXOAgWCdVjMSBYO1geD31249MaZ7IOxinzItJX/KIUwJGehj5Tr0nwgR0feRLv1qzG/YMeJk4BamhAi2/+tULE5rFTAIVROuuY6fg5UQBp4JNKr1Ms5TQIemzrqGSxEx7+ezqCT4xSoijRJmSgGfq74mcxFqP48B0xgQGetGbiv953QyiSy/nMs2ASTpfFGUCQ4KnEeCQK0ZBjA0hVHFzK6YDoggFE1TFhOAsvrxM3LPGVcO5Pa81m0UaZXSEjtEpctAFaqIb1EIuokihZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gBpcJH/</latexit><latexit sha1_base64="iEs4b5LZBCbtUB6lE4kPWZG8sqA=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBQymJCOqt4MVjBWMLbQybzaZdutmE3Ym2hP4PLx5UvPpjvPlv3LY5aOuDgcd7M8zMC1LBNdj2t1VaWV1b3yhvVra2d3b3qvsH9zrJFGUuTUSiOgHRTHDJXOAgWCdVjMSBYO1geD31249MaZ7IOxinzItJX/KIUwJGehj5Tr0nwgR0feRLv1qzG/YMeJk4BamhAi2/+tULE5rFTAIVROuuY6fg5UQBp4JNKr1Ms5TQIemzrqGSxEx7+ezqCT4xSoijRJmSgGfq74mcxFqP48B0xgQGetGbiv953QyiSy/nMs2ASTpfFGUCQ4KnEeCQK0ZBjA0hVHFzK6YDoggFE1TFhOAsvrxM3LPGVcO5Pa81m0UaZXSEjtEpctAFaqIb1EIuokihZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gBpcJH/</latexit><latexit sha1_base64="iEs4b5LZBCbtUB6lE4kPWZG8sqA=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBQymJCOqt4MVjBWMLbQybzaZdutmE3Ym2hP4PLx5UvPpjvPlv3LY5aOuDgcd7M8zMC1LBNdj2t1VaWV1b3yhvVra2d3b3qvsH9zrJFGUuTUSiOgHRTHDJXOAgWCdVjMSBYO1geD31249MaZ7IOxinzItJX/KIUwJGehj5Tr0nwgR0feRLv1qzG/YMeJk4BamhAi2/+tULE5rFTAIVROuuY6fg5UQBp4JNKr1Ms5TQIemzrqGSxEx7+ezqCT4xSoijRJmSgGfq74mcxFqP48B0xgQGetGbiv953QyiSy/nMs2ASTpfFGUCQ4KnEeCQK0ZBjA0hVHFzK6YDoggFE1TFhOAsvrxM3LPGVcO5Pa81m0UaZXSEjtEpctAFaqIb1EIuokihZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gBpcJH/</latexit>

m 2 N
<latexit sha1_base64="Tg563s2k5JBhJwB+KSoLudv6iLI=">AAAB9HicbVBNSwMxFHzrZ61fVY9egkXwVHZFUG8FL56kgmsL3bVk02wbmmSXJKuUpf/DiwcVr/4Yb/4bs+0etHUgMMy8x5tMlHKmjet+O0vLK6tr65WN6ubW9s5ubW//XieZItQnCU9UJ8Kaciapb5jhtJMqikXEaTsaXRV++5EqzRJ5Z8YpDQUeSBYzgo2VHkTAZCCwGUZRfjPp1epuw50CLRKvJHUo0erVvoJ+QjJBpSEca9313NSEOVaGEU4n1SDTNMVkhAe0a6nEguown6aeoGOr9FGcKPukQVP190aOhdZjEdnJIqGe9wrxP6+bmfgizJlMM0MlmR2KM45MgooKUJ8pSgwfW4KJYjYrIkOsMDG2qKotwZv/8iLxTxuXDe/2rN5slm1U4BCO4AQ8OIcmXEMLfCCg4Ble4c15cl6cd+djNrrklDsH8AfO5w89C5KI</latexit><latexit sha1_base64="Tg563s2k5JBhJwB+KSoLudv6iLI=">AAAB9HicbVBNSwMxFHzrZ61fVY9egkXwVHZFUG8FL56kgmsL3bVk02wbmmSXJKuUpf/DiwcVr/4Yb/4bs+0etHUgMMy8x5tMlHKmjet+O0vLK6tr65WN6ubW9s5ubW//XieZItQnCU9UJ8Kaciapb5jhtJMqikXEaTsaXRV++5EqzRJ5Z8YpDQUeSBYzgo2VHkTAZCCwGUZRfjPp1epuw50CLRKvJHUo0erVvoJ+QjJBpSEca9313NSEOVaGEU4n1SDTNMVkhAe0a6nEguown6aeoGOr9FGcKPukQVP190aOhdZjEdnJIqGe9wrxP6+bmfgizJlMM0MlmR2KM45MgooKUJ8pSgwfW4KJYjYrIkOsMDG2qKotwZv/8iLxTxuXDe/2rN5slm1U4BCO4AQ8OIcmXEMLfCCg4Ble4c15cl6cd+djNrrklDsH8AfO5w89C5KI</latexit><latexit sha1_base64="Tg563s2k5JBhJwB+KSoLudv6iLI=">AAAB9HicbVBNSwMxFHzrZ61fVY9egkXwVHZFUG8FL56kgmsL3bVk02wbmmSXJKuUpf/DiwcVr/4Yb/4bs+0etHUgMMy8x5tMlHKmjet+O0vLK6tr65WN6ubW9s5ubW//XieZItQnCU9UJ8Kaciapb5jhtJMqikXEaTsaXRV++5EqzRJ5Z8YpDQUeSBYzgo2VHkTAZCCwGUZRfjPp1epuw50CLRKvJHUo0erVvoJ+QjJBpSEca9313NSEOVaGEU4n1SDTNMVkhAe0a6nEguown6aeoGOr9FGcKPukQVP190aOhdZjEdnJIqGe9wrxP6+bmfgizJlMM0MlmR2KM45MgooKUJ8pSgwfW4KJYjYrIkOsMDG2qKotwZv/8iLxTxuXDe/2rN5slm1U4BCO4AQ8OIcmXEMLfCCg4Ble4c15cl6cd+djNrrklDsH8AfO5w89C5KI</latexit><latexit sha1_base64="Tg563s2k5JBhJwB+KSoLudv6iLI=">AAAB9HicbVBNSwMxFHzrZ61fVY9egkXwVHZFUG8FL56kgmsL3bVk02wbmmSXJKuUpf/DiwcVr/4Yb/4bs+0etHUgMMy8x5tMlHKmjet+O0vLK6tr65WN6ubW9s5ubW//XieZItQnCU9UJ8Kaciapb5jhtJMqikXEaTsaXRV++5EqzRJ5Z8YpDQUeSBYzgo2VHkTAZCCwGUZRfjPp1epuw50CLRKvJHUo0erVvoJ+QjJBpSEca9313NSEOVaGEU4n1SDTNMVkhAe0a6nEguown6aeoGOr9FGcKPukQVP190aOhdZjEdnJIqGe9wrxP6+bmfgizJlMM0MlmR2KM45MgooKUJ8pSgwfW4KJYjYrIkOsMDG2qKotwZv/8iLxTxuXDe/2rN5slm1U4BCO4AQ8OIcmXEMLfCCg4Ble4c15cl6cd+djNrrklDsH8AfO5w89C5KI</latexit>

(1/m)�
<latexit sha1_base64="UWDhGt2aazXWXzL36NLR8VeVJIM=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69BItQD9ZEBPVW8OKxgmkLbSib7aZdux9hdyOU0P/gxYOKV3+QN/+N2zYHbX0w8Hhvhpl5UcKoNp737RRWVtfWN4qbpa3tnd298v5BU8tUYRJgyaRqR0gTRgUJDDWMtBNFEI8YaUWj26nfeiJKUykezDghIUcDQWOKkbFSs+qf89OzXrni1bwZ3GXi56QCORq98le3L3HKiTCYIa07vpeYMEPKUMzIpNRNNUkQHqEB6VgqECc6zGbXTtwTq/TdWCpbwrgz9fdEhrjWYx7ZTo7MUC96U/E/r5Oa+DrMqEhSQwSeL4pT5hrpTl93+1QRbNjYEoQVtbe6eIgUwsYGVLIh+IsvL5PgonZT8+8vK/V6nkYRjuAYquDDFdThDhoQAIZHeIZXeHOk8+K8Ox/z1oKTzxzCHzifP067jdM=</latexit><latexit sha1_base64="UWDhGt2aazXWXzL36NLR8VeVJIM=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69BItQD9ZEBPVW8OKxgmkLbSib7aZdux9hdyOU0P/gxYOKV3+QN/+N2zYHbX0w8Hhvhpl5UcKoNp737RRWVtfWN4qbpa3tnd298v5BU8tUYRJgyaRqR0gTRgUJDDWMtBNFEI8YaUWj26nfeiJKUykezDghIUcDQWOKkbFSs+qf89OzXrni1bwZ3GXi56QCORq98le3L3HKiTCYIa07vpeYMEPKUMzIpNRNNUkQHqEB6VgqECc6zGbXTtwTq/TdWCpbwrgz9fdEhrjWYx7ZTo7MUC96U/E/r5Oa+DrMqEhSQwSeL4pT5hrpTl93+1QRbNjYEoQVtbe6eIgUwsYGVLIh+IsvL5PgonZT8+8vK/V6nkYRjuAYquDDFdThDhoQAIZHeIZXeHOk8+K8Ox/z1oKTzxzCHzifP067jdM=</latexit><latexit sha1_base64="UWDhGt2aazXWXzL36NLR8VeVJIM=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69BItQD9ZEBPVW8OKxgmkLbSib7aZdux9hdyOU0P/gxYOKV3+QN/+N2zYHbX0w8Hhvhpl5UcKoNp737RRWVtfWN4qbpa3tnd298v5BU8tUYRJgyaRqR0gTRgUJDDWMtBNFEI8YaUWj26nfeiJKUykezDghIUcDQWOKkbFSs+qf89OzXrni1bwZ3GXi56QCORq98le3L3HKiTCYIa07vpeYMEPKUMzIpNRNNUkQHqEB6VgqECc6zGbXTtwTq/TdWCpbwrgz9fdEhrjWYx7ZTo7MUC96U/E/r5Oa+DrMqEhSQwSeL4pT5hrpTl93+1QRbNjYEoQVtbe6eIgUwsYGVLIh+IsvL5PgonZT8+8vK/V6nkYRjuAYquDDFdThDhoQAIZHeIZXeHOk8+K8Ox/z1oKTzxzCHzifP067jdM=</latexit><latexit sha1_base64="UWDhGt2aazXWXzL36NLR8VeVJIM=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69BItQD9ZEBPVW8OKxgmkLbSib7aZdux9hdyOU0P/gxYOKV3+QN/+N2zYHbX0w8Hhvhpl5UcKoNp737RRWVtfWN4qbpa3tnd298v5BU8tUYRJgyaRqR0gTRgUJDDWMtBNFEI8YaUWj26nfeiJKUykezDghIUcDQWOKkbFSs+qf89OzXrni1bwZ3GXi56QCORq98le3L3HKiTCYIa07vpeYMEPKUMzIpNRNNUkQHqEB6VgqECc6zGbXTtwTq/TdWCpbwrgz9fdEhrjWYx7ZTo7MUC96U/E/r5Oa+DrMqEhSQwSeL4pT5hrpTl93+1QRbNjYEoQVtbe6eIgUwsYGVLIh+IsvL5PgonZT8+8vK/V6nkYRjuAYquDDFdThDhoQAIZHeIZXeHOk8+K8Ox/z1oKTzxzCHzifP067jdM=</latexit>

µ(x1, . . . , xn).
<latexit sha1_base64="mFkhA6vfoW9PaYsjPtu0yiz8r2Y=">AAAB/HicbVDLSsNAFJ34rPUVHzs3wSJUKCERQd0V3LisYGyhCWEymbRDZyZhZiKtofgrblyouPVD3Pk3TtsstPXAhcM593LvPVFGiVSO820sLa+srq1XNqqbW9s7u+be/r1Mc4Gwh1Kaik4EJaaEY08RRXEnExiyiOJ2NLie+O0HLCRJ+Z0aZThgsMdJQhBUWgrNQ5/l9WHoNnwap0o2hiE/tUOz5tjOFNYicUtSAyVaofnlxynKGeYKUShl13UyFRRQKIIoHlf9XOIMogHs4a6mHDIsg2J6/dg60UpsJanQxZU1VX9PFJBJOWKR7mRQ9eW8NxH/87q5Si6DgvAsV5ij2aIkp5ZKrUkUVkwERoqONIFIEH2rhfpQQKR0YFUdgjv/8iLxzuwr2709rzWbZRoVcASOQR244AI0wQ1oAQ8g8AiewSt4M56MF+Pd+Ji1LhnlzAH4A+PzB4PalCk=</latexit><latexit sha1_base64="mFkhA6vfoW9PaYsjPtu0yiz8r2Y=">AAAB/HicbVDLSsNAFJ34rPUVHzs3wSJUKCERQd0V3LisYGyhCWEymbRDZyZhZiKtofgrblyouPVD3Pk3TtsstPXAhcM593LvPVFGiVSO820sLa+srq1XNqqbW9s7u+be/r1Mc4Gwh1Kaik4EJaaEY08RRXEnExiyiOJ2NLie+O0HLCRJ+Z0aZThgsMdJQhBUWgrNQ5/l9WHoNnwap0o2hiE/tUOz5tjOFNYicUtSAyVaofnlxynKGeYKUShl13UyFRRQKIIoHlf9XOIMogHs4a6mHDIsg2J6/dg60UpsJanQxZU1VX9PFJBJOWKR7mRQ9eW8NxH/87q5Si6DgvAsV5ij2aIkp5ZKrUkUVkwERoqONIFIEH2rhfpQQKR0YFUdgjv/8iLxzuwr2709rzWbZRoVcASOQR244AI0wQ1oAQ8g8AiewSt4M56MF+Pd+Ji1LhnlzAH4A+PzB4PalCk=</latexit><latexit sha1_base64="mFkhA6vfoW9PaYsjPtu0yiz8r2Y=">AAAB/HicbVDLSsNAFJ34rPUVHzs3wSJUKCERQd0V3LisYGyhCWEymbRDZyZhZiKtofgrblyouPVD3Pk3TtsstPXAhcM593LvPVFGiVSO820sLa+srq1XNqqbW9s7u+be/r1Mc4Gwh1Kaik4EJaaEY08RRXEnExiyiOJ2NLie+O0HLCRJ+Z0aZThgsMdJQhBUWgrNQ5/l9WHoNnwap0o2hiE/tUOz5tjOFNYicUtSAyVaofnlxynKGeYKUShl13UyFRRQKIIoHlf9XOIMogHs4a6mHDIsg2J6/dg60UpsJanQxZU1VX9PFJBJOWKR7mRQ9eW8NxH/87q5Si6DgvAsV5ij2aIkp5ZKrUkUVkwERoqONIFIEH2rhfpQQKR0YFUdgjv/8iLxzuwr2709rzWbZRoVcASOQR244AI0wQ1oAQ8g8AiewSt4M56MF+Pd+Ji1LhnlzAH4A+PzB4PalCk=</latexit><latexit sha1_base64="mFkhA6vfoW9PaYsjPtu0yiz8r2Y=">AAAB/HicbVDLSsNAFJ34rPUVHzs3wSJUKCERQd0V3LisYGyhCWEymbRDZyZhZiKtofgrblyouPVD3Pk3TtsstPXAhcM593LvPVFGiVSO820sLa+srq1XNqqbW9s7u+be/r1Mc4Gwh1Kaik4EJaaEY08RRXEnExiyiOJ2NLie+O0HLCRJ+Z0aZThgsMdJQhBUWgrNQ5/l9WHoNnwap0o2hiE/tUOz5tjOFNYicUtSAyVaofnlxynKGeYKUShl13UyFRRQKIIoHlf9XOIMogHs4a6mHDIsg2J6/dg60UpsJanQxZU1VX9PFJBJOWKR7mRQ9eW8NxH/87q5Si6DgvAsV5ij2aIkp5ZKrUkUVkwERoqONIFIEH2rhfpQQKR0YFUdgjv/8iLxzuwr2709rzWbZRoVcASOQR244AI0wQ1oAQ8g8AiewSt4M56MF+Pd+Ji1LhnlzAH4A+PzB4PalCk=</latexit>

A (semi)measure is enumerable if there is a computer program that,

on input                    and              outputs some approximation 
                            such that                 and 

x1, . . . , xn
<latexit sha1_base64="iEs4b5LZBCbtUB6lE4kPWZG8sqA=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBQymJCOqt4MVjBWMLbQybzaZdutmE3Ym2hP4PLx5UvPpjvPlv3LY5aOuDgcd7M8zMC1LBNdj2t1VaWV1b3yhvVra2d3b3qvsH9zrJFGUuTUSiOgHRTHDJXOAgWCdVjMSBYO1geD31249MaZ7IOxinzItJX/KIUwJGehj5Tr0nwgR0feRLv1qzG/YMeJk4BamhAi2/+tULE5rFTAIVROuuY6fg5UQBp4JNKr1Ms5TQIemzrqGSxEx7+ezqCT4xSoijRJmSgGfq74mcxFqP48B0xgQGetGbiv953QyiSy/nMs2ASTpfFGUCQ4KnEeCQK0ZBjA0hVHFzK6YDoggFE1TFhOAsvrxM3LPGVcO5Pa81m0UaZXSEjtEpctAFaqIb1EIuokihZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gBpcJH/</latexit><latexit sha1_base64="iEs4b5LZBCbtUB6lE4kPWZG8sqA=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBQymJCOqt4MVjBWMLbQybzaZdutmE3Ym2hP4PLx5UvPpjvPlv3LY5aOuDgcd7M8zMC1LBNdj2t1VaWV1b3yhvVra2d3b3qvsH9zrJFGUuTUSiOgHRTHDJXOAgWCdVjMSBYO1geD31249MaZ7IOxinzItJX/KIUwJGehj5Tr0nwgR0feRLv1qzG/YMeJk4BamhAi2/+tULE5rFTAIVROuuY6fg5UQBp4JNKr1Ms5TQIemzrqGSxEx7+ezqCT4xSoijRJmSgGfq74mcxFqP48B0xgQGetGbiv953QyiSy/nMs2ASTpfFGUCQ4KnEeCQK0ZBjA0hVHFzK6YDoggFE1TFhOAsvrxM3LPGVcO5Pa81m0UaZXSEjtEpctAFaqIb1EIuokihZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gBpcJH/</latexit><latexit sha1_base64="iEs4b5LZBCbtUB6lE4kPWZG8sqA=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBQymJCOqt4MVjBWMLbQybzaZdutmE3Ym2hP4PLx5UvPpjvPlv3LY5aOuDgcd7M8zMC1LBNdj2t1VaWV1b3yhvVra2d3b3qvsH9zrJFGUuTUSiOgHRTHDJXOAgWCdVjMSBYO1geD31249MaZ7IOxinzItJX/KIUwJGehj5Tr0nwgR0feRLv1qzG/YMeJk4BamhAi2/+tULE5rFTAIVROuuY6fg5UQBp4JNKr1Ms5TQIemzrqGSxEx7+ezqCT4xSoijRJmSgGfq74mcxFqP48B0xgQGetGbiv953QyiSy/nMs2ASTpfFGUCQ4KnEeCQK0ZBjA0hVHFzK6YDoggFE1TFhOAsvrxM3LPGVcO5Pa81m0UaZXSEjtEpctAFaqIb1EIuokihZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gBpcJH/</latexit><latexit sha1_base64="iEs4b5LZBCbtUB6lE4kPWZG8sqA=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBbBQymJCOqt4MVjBWMLbQybzaZdutmE3Ym2hP4PLx5UvPpjvPlv3LY5aOuDgcd7M8zMC1LBNdj2t1VaWV1b3yhvVra2d3b3qvsH9zrJFGUuTUSiOgHRTHDJXOAgWCdVjMSBYO1geD31249MaZ7IOxinzItJX/KIUwJGehj5Tr0nwgR0feRLv1qzG/YMeJk4BamhAi2/+tULE5rFTAIVROuuY6fg5UQBp4JNKr1Ms5TQIemzrqGSxEx7+ezqCT4xSoijRJmSgGfq74mcxFqP48B0xgQGetGbiv953QyiSy/nMs2ASTpfFGUCQ4KnEeCQK0ZBjA0hVHFzK6YDoggFE1TFhOAsvrxM3LPGVcO5Pa81m0UaZXSEjtEpctAFaqIb1EIuokihZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gBpcJH/</latexit>

m 2 N
<latexit sha1_base64="Tg563s2k5JBhJwB+KSoLudv6iLI=">AAAB9HicbVBNSwMxFHzrZ61fVY9egkXwVHZFUG8FL56kgmsL3bVk02wbmmSXJKuUpf/DiwcVr/4Yb/4bs+0etHUgMMy8x5tMlHKmjet+O0vLK6tr65WN6ubW9s5ubW//XieZItQnCU9UJ8Kaciapb5jhtJMqikXEaTsaXRV++5EqzRJ5Z8YpDQUeSBYzgo2VHkTAZCCwGUZRfjPp1epuw50CLRKvJHUo0erVvoJ+QjJBpSEca9313NSEOVaGEU4n1SDTNMVkhAe0a6nEguown6aeoGOr9FGcKPukQVP190aOhdZjEdnJIqGe9wrxP6+bmfgizJlMM0MlmR2KM45MgooKUJ8pSgwfW4KJYjYrIkOsMDG2qKotwZv/8iLxTxuXDe/2rN5slm1U4BCO4AQ8OIcmXEMLfCCg4Ble4c15cl6cd+djNrrklDsH8AfO5w89C5KI</latexit><latexit sha1_base64="Tg563s2k5JBhJwB+KSoLudv6iLI=">AAAB9HicbVBNSwMxFHzrZ61fVY9egkXwVHZFUG8FL56kgmsL3bVk02wbmmSXJKuUpf/DiwcVr/4Yb/4bs+0etHUgMMy8x5tMlHKmjet+O0vLK6tr65WN6ubW9s5ubW//XieZItQnCU9UJ8Kaciapb5jhtJMqikXEaTsaXRV++5EqzRJ5Z8YpDQUeSBYzgo2VHkTAZCCwGUZRfjPp1epuw50CLRKvJHUo0erVvoJ+QjJBpSEca9313NSEOVaGEU4n1SDTNMVkhAe0a6nEguown6aeoGOr9FGcKPukQVP190aOhdZjEdnJIqGe9wrxP6+bmfgizJlMM0MlmR2KM45MgooKUJ8pSgwfW4KJYjYrIkOsMDG2qKotwZv/8iLxTxuXDe/2rN5slm1U4BCO4AQ8OIcmXEMLfCCg4Ble4c15cl6cd+djNrrklDsH8AfO5w89C5KI</latexit><latexit sha1_base64="Tg563s2k5JBhJwB+KSoLudv6iLI=">AAAB9HicbVBNSwMxFHzrZ61fVY9egkXwVHZFUG8FL56kgmsL3bVk02wbmmSXJKuUpf/DiwcVr/4Yb/4bs+0etHUgMMy8x5tMlHKmjet+O0vLK6tr65WN6ubW9s5ubW//XieZItQnCU9UJ8Kaciapb5jhtJMqikXEaTsaXRV++5EqzRJ5Z8YpDQUeSBYzgo2VHkTAZCCwGUZRfjPp1epuw50CLRKvJHUo0erVvoJ+QjJBpSEca9313NSEOVaGEU4n1SDTNMVkhAe0a6nEguown6aeoGOr9FGcKPukQVP190aOhdZjEdnJIqGe9wrxP6+bmfgizJlMM0MlmR2KM45MgooKUJ8pSgwfW4KJYjYrIkOsMDG2qKotwZv/8iLxTxuXDe/2rN5slm1U4BCO4AQ8OIcmXEMLfCCg4Ble4c15cl6cd+djNrrklDsH8AfO5w89C5KI</latexit><latexit sha1_base64="Tg563s2k5JBhJwB+KSoLudv6iLI=">AAAB9HicbVBNSwMxFHzrZ61fVY9egkXwVHZFUG8FL56kgmsL3bVk02wbmmSXJKuUpf/DiwcVr/4Yb/4bs+0etHUgMMy8x5tMlHKmjet+O0vLK6tr65WN6ubW9s5ubW//XieZItQnCU9UJ8Kaciapb5jhtJMqikXEaTsaXRV++5EqzRJ5Z8YpDQUeSBYzgo2VHkTAZCCwGUZRfjPp1epuw50CLRKvJHUo0erVvoJ+QjJBpSEca9313NSEOVaGEU4n1SDTNMVkhAe0a6nEguown6aeoGOr9FGcKPukQVP190aOhdZjEdnJIqGe9wrxP6+bmfgizJlMM0MlmR2KM45MgooKUJ8pSgwfW4KJYjYrIkOsMDG2qKotwZv/8iLxTxuXDe/2rN5slm1U4BCO4AQ8OIcmXEMLfCCg4Ble4c15cl6cd+djNrrklDsH8AfO5w89C5KI</latexit>

µ(m)(x1, . . . , xn)
<latexit sha1_base64="wjL9ntBpUS/rqHK2tkoLlVqQ9Ro=">AAACAXicbVBNS8NAEN34WetX1JN4CRahhVISEdRbwYvHCsYWmhg2m027dHcTdjfSEooX/4oXDype/Rfe/Ddu2xy09cHA470ZZuaFKSVS2fa3sbS8srq2Xtoob25t7+yae/t3MskEwi5KaCI6IZSYEo5dRRTFnVRgyEKK2+HgauK3H7CQJOG3apRin8EeJzFBUGkpMA89lt3nVVYbV4eBU/dolChZHwa8FpgVu2FPYS0SpyAVUKAVmF9elKCMYa4QhVJ2HTtVfg6FIojicdnLJE4hGsAe7mrKIcPSz6cvjK0TrURWnAhdXFlT9fdEDpmUIxbqTgZVX857E/E/r5up+MLPCU8zhTmaLYozaqnEmuRhRURgpOhIE4gE0bdaqA8FREqnVtYhOPMvLxL3tHHZcG7OKs1mkUYJHIFjUAUOOAdNcA1awAUIPIJn8ArejCfjxXg3PmatS0YxcwD+wPj8AUPflkE=</latexit><latexit sha1_base64="wjL9ntBpUS/rqHK2tkoLlVqQ9Ro=">AAACAXicbVBNS8NAEN34WetX1JN4CRahhVISEdRbwYvHCsYWmhg2m027dHcTdjfSEooX/4oXDype/Rfe/Ddu2xy09cHA470ZZuaFKSVS2fa3sbS8srq2Xtoob25t7+yae/t3MskEwi5KaCI6IZSYEo5dRRTFnVRgyEKK2+HgauK3H7CQJOG3apRin8EeJzFBUGkpMA89lt3nVVYbV4eBU/dolChZHwa8FpgVu2FPYS0SpyAVUKAVmF9elKCMYa4QhVJ2HTtVfg6FIojicdnLJE4hGsAe7mrKIcPSz6cvjK0TrURWnAhdXFlT9fdEDpmUIxbqTgZVX857E/E/r5up+MLPCU8zhTmaLYozaqnEmuRhRURgpOhIE4gE0bdaqA8FREqnVtYhOPMvLxL3tHHZcG7OKs1mkUYJHIFjUAUOOAdNcA1awAUIPIJn8ArejCfjxXg3PmatS0YxcwD+wPj8AUPflkE=</latexit><latexit sha1_base64="wjL9ntBpUS/rqHK2tkoLlVqQ9Ro=">AAACAXicbVBNS8NAEN34WetX1JN4CRahhVISEdRbwYvHCsYWmhg2m027dHcTdjfSEooX/4oXDype/Rfe/Ddu2xy09cHA470ZZuaFKSVS2fa3sbS8srq2Xtoob25t7+yae/t3MskEwi5KaCI6IZSYEo5dRRTFnVRgyEKK2+HgauK3H7CQJOG3apRin8EeJzFBUGkpMA89lt3nVVYbV4eBU/dolChZHwa8FpgVu2FPYS0SpyAVUKAVmF9elKCMYa4QhVJ2HTtVfg6FIojicdnLJE4hGsAe7mrKIcPSz6cvjK0TrURWnAhdXFlT9fdEDpmUIxbqTgZVX857E/E/r5up+MLPCU8zhTmaLYozaqnEmuRhRURgpOhIE4gE0bdaqA8FREqnVtYhOPMvLxL3tHHZcG7OKs1mkUYJHIFjUAUOOAdNcA1awAUIPIJn8ArejCfjxXg3PmatS0YxcwD+wPj8AUPflkE=</latexit><latexit sha1_base64="wjL9ntBpUS/rqHK2tkoLlVqQ9Ro=">AAACAXicbVBNS8NAEN34WetX1JN4CRahhVISEdRbwYvHCsYWmhg2m027dHcTdjfSEooX/4oXDype/Rfe/Ddu2xy09cHA470ZZuaFKSVS2fa3sbS8srq2Xtoob25t7+yae/t3MskEwi5KaCI6IZSYEo5dRRTFnVRgyEKK2+HgauK3H7CQJOG3apRin8EeJzFBUGkpMA89lt3nVVYbV4eBU/dolChZHwa8FpgVu2FPYS0SpyAVUKAVmF9elKCMYa4QhVJ2HTtVfg6FIojicdnLJE4hGsAe7mrKIcPSz6cvjK0TrURWnAhdXFlT9fdEDpmUIxbqTgZVX857E/E/r5up+MLPCU8zhTmaLYozaqnEmuRhRURgpOhIE4gE0bdaqA8FREqnVtYhOPMvLxL3tHHZcG7OKs1mkUYJHIFjUAUOOAdNcA1awAUIPIJn8ArejCfjxXg3PmatS0YxcwD+wPj8AUPflkE=</latexit>

µ(m)  µ
<latexit sha1_base64="k83p9biT2u9Pr4jZ4nI8sfvSSY4=">AAAB+HicbVBNSwMxEM36WevXqkcvwSLUS9kVQb0VvHis4NpCu5ZsOtuGJtk1yRbK0n/ixYOKV3+KN/+NabsHbX0w8PLeDJl5UcqZNp737aysrq1vbJa2yts7u3v77sHhg04yRSGgCU9UKyIaOJMQGGY4tFIFREQcmtHwZuo3R6A0S+S9GacQCtKXLGaUGCt1Xbcjsse8Ks4mHQ5P9tF1K17NmwEvE78gFVSg0XW/Or2EZgKkoZxo3fa91IQ5UYZRDpNyJ9OQEjokfWhbKokAHeazzSf41Co9HCfKljR4pv6eyInQeiwi2ymIGehFbyr+57UzE1+FOZNpZkDS+UdxxrFJ8DQG3GMKqOFjSwhVzO6K6YAoQo0Nq2xD8BdPXibBee265t9dVOr1Io0SOkYnqIp8dInq6BY1UIAoGqFn9IrenNx5cd6dj3nrilPMHKE/cD5/AMYEk0s=</latexit><latexit sha1_base64="k83p9biT2u9Pr4jZ4nI8sfvSSY4=">AAAB+HicbVBNSwMxEM36WevXqkcvwSLUS9kVQb0VvHis4NpCu5ZsOtuGJtk1yRbK0n/ixYOKV3+KN/+NabsHbX0w8PLeDJl5UcqZNp737aysrq1vbJa2yts7u3v77sHhg04yRSGgCU9UKyIaOJMQGGY4tFIFREQcmtHwZuo3R6A0S+S9GacQCtKXLGaUGCt1Xbcjsse8Ks4mHQ5P9tF1K17NmwEvE78gFVSg0XW/Or2EZgKkoZxo3fa91IQ5UYZRDpNyJ9OQEjokfWhbKokAHeazzSf41Co9HCfKljR4pv6eyInQeiwi2ymIGehFbyr+57UzE1+FOZNpZkDS+UdxxrFJ8DQG3GMKqOFjSwhVzO6K6YAoQo0Nq2xD8BdPXibBee265t9dVOr1Io0SOkYnqIp8dInq6BY1UIAoGqFn9IrenNx5cd6dj3nrilPMHKE/cD5/AMYEk0s=</latexit><latexit sha1_base64="k83p9biT2u9Pr4jZ4nI8sfvSSY4=">AAAB+HicbVBNSwMxEM36WevXqkcvwSLUS9kVQb0VvHis4NpCu5ZsOtuGJtk1yRbK0n/ixYOKV3+KN/+NabsHbX0w8PLeDJl5UcqZNp737aysrq1vbJa2yts7u3v77sHhg04yRSGgCU9UKyIaOJMQGGY4tFIFREQcmtHwZuo3R6A0S+S9GacQCtKXLGaUGCt1Xbcjsse8Ks4mHQ5P9tF1K17NmwEvE78gFVSg0XW/Or2EZgKkoZxo3fa91IQ5UYZRDpNyJ9OQEjokfWhbKokAHeazzSf41Co9HCfKljR4pv6eyInQeiwi2ymIGehFbyr+57UzE1+FOZNpZkDS+UdxxrFJ8DQG3GMKqOFjSwhVzO6K6YAoQo0Nq2xD8BdPXibBee265t9dVOr1Io0SOkYnqIp8dInq6BY1UIAoGqFn9IrenNx5cd6dj3nrilPMHKE/cD5/AMYEk0s=</latexit><latexit sha1_base64="k83p9biT2u9Pr4jZ4nI8sfvSSY4=">AAAB+HicbVBNSwMxEM36WevXqkcvwSLUS9kVQb0VvHis4NpCu5ZsOtuGJtk1yRbK0n/ixYOKV3+KN/+NabsHbX0w8PLeDJl5UcqZNp737aysrq1vbJa2yts7u3v77sHhg04yRSGgCU9UKyIaOJMQGGY4tFIFREQcmtHwZuo3R6A0S+S9GacQCtKXLGaUGCt1Xbcjsse8Ks4mHQ5P9tF1K17NmwEvE78gFVSg0XW/Or2EZgKkoZxo3fa91IQ5UYZRDpNyJ9OQEjokfWhbKokAHeazzSf41Co9HCfKljR4pv6eyInQeiwi2ymIGehFbyr+57UzE1+FOZNpZkDS+UdxxrFJ8DQG3GMKqOFjSwhVzO6K6YAoQo0Nq2xD8BdPXibBee265t9dVOr1Io0SOkYnqIp8dInq6BY1UIAoGqFn9IrenNx5cd6dj3nrilPMHKE/cD5/AMYEk0s=</latexit>

lim
m!1

µ(m) = µ.
<latexit sha1_base64="F1PyUQP8RYSUthkHHfLItxryXLo=">AAACB3icbZDLSsNAFIYnXmu9RV26MFiEuimJCOpCKLhxWcHYQlPDZDpph85MwsyJUEKWbnwVNy5U3PoK7nwbp5eFtv4w8PGfczhz/ijlTIPrflsLi0vLK6ultfL6xubWtr2ze6eTTBHqk4QnqhVhTTmT1AcGnLZSRbGIOG1Gg6tRvflAlWaJvIVhSjsC9ySLGcFgrNA+CDgTYS4CSAImYxgWgcju86o4Li4N1UK74tbcsZx58KZQQVM1Qvsr6CYkE1QC4Vjrtuem0MmxAkY4LcpBpmmKyQD3aNugxILqTj4+pHCOjNN14kSZJ8EZu78nciy0HorIdAoMfT1bG5n/1doZxOednMk0AyrJZFGccQcSZ5SK02WKEuBDA5goZv7qkD5WmIDJrmxC8GZPngf/pHZR825OK/X6NI0S2keHqIo8dIbq6Bo1kI8IekTP6BW9WU/Wi/VufUxaF6zpzB76I+vzB4SKmdU=</latexit><latexit sha1_base64="F1PyUQP8RYSUthkHHfLItxryXLo=">AAACB3icbZDLSsNAFIYnXmu9RV26MFiEuimJCOpCKLhxWcHYQlPDZDpph85MwsyJUEKWbnwVNy5U3PoK7nwbp5eFtv4w8PGfczhz/ijlTIPrflsLi0vLK6ultfL6xubWtr2ze6eTTBHqk4QnqhVhTTmT1AcGnLZSRbGIOG1Gg6tRvflAlWaJvIVhSjsC9ySLGcFgrNA+CDgTYS4CSAImYxgWgcju86o4Li4N1UK74tbcsZx58KZQQVM1Qvsr6CYkE1QC4Vjrtuem0MmxAkY4LcpBpmmKyQD3aNugxILqTj4+pHCOjNN14kSZJ8EZu78nciy0HorIdAoMfT1bG5n/1doZxOednMk0AyrJZFGccQcSZ5SK02WKEuBDA5goZv7qkD5WmIDJrmxC8GZPngf/pHZR825OK/X6NI0S2keHqIo8dIbq6Bo1kI8IekTP6BW9WU/Wi/VufUxaF6zpzB76I+vzB4SKmdU=</latexit><latexit sha1_base64="F1PyUQP8RYSUthkHHfLItxryXLo=">AAACB3icbZDLSsNAFIYnXmu9RV26MFiEuimJCOpCKLhxWcHYQlPDZDpph85MwsyJUEKWbnwVNy5U3PoK7nwbp5eFtv4w8PGfczhz/ijlTIPrflsLi0vLK6ultfL6xubWtr2ze6eTTBHqk4QnqhVhTTmT1AcGnLZSRbGIOG1Gg6tRvflAlWaJvIVhSjsC9ySLGcFgrNA+CDgTYS4CSAImYxgWgcju86o4Li4N1UK74tbcsZx58KZQQVM1Qvsr6CYkE1QC4Vjrtuem0MmxAkY4LcpBpmmKyQD3aNugxILqTj4+pHCOjNN14kSZJ8EZu78nciy0HorIdAoMfT1bG5n/1doZxOednMk0AyrJZFGccQcSZ5SK02WKEuBDA5goZv7qkD5WmIDJrmxC8GZPngf/pHZR825OK/X6NI0S2keHqIo8dIbq6Bo1kI8IekTP6BW9WU/Wi/VufUxaF6zpzB76I+vzB4SKmdU=</latexit><latexit sha1_base64="F1PyUQP8RYSUthkHHfLItxryXLo=">AAACB3icbZDLSsNAFIYnXmu9RV26MFiEuimJCOpCKLhxWcHYQlPDZDpph85MwsyJUEKWbnwVNy5U3PoK7nwbp5eFtv4w8PGfczhz/ijlTIPrflsLi0vLK6ultfL6xubWtr2ze6eTTBHqk4QnqhVhTTmT1AcGnLZSRbGIOG1Gg6tRvflAlWaJvIVhSjsC9ySLGcFgrNA+CDgTYS4CSAImYxgWgcju86o4Li4N1UK74tbcsZx58KZQQVM1Qvsr6CYkE1QC4Vjrtuem0MmxAkY4LcpBpmmKyQD3aNugxILqTj4+pHCOjNN14kSZJ8EZu78nciy0HorIdAoMfT1bG5n/1doZxOednMk0AyrJZFGccQcSZ5SK02WKEuBDA5goZv7qkD5WmIDJrmxC8GZPngf/pHZR825OK/X6NI0S2keHqIo8dIbq6Bo1kI8IekTP6BW9WU/Wi/VufUxaF6zpzB76I+vzB4SKmdU=</latexit>

A universal enumerable semimeasure M is an enumerable semi-

measure such that for every enumerable semimeasure     there exists

some constant            such that 

µ
<latexit sha1_base64="A5nWoUUOfEN5OH6yiLYqFQWK514=">AAAB6XicbVA9SwNBEJ2LXzF+RS1tFoNgFe5EULuAjWVEzwSSI+xt9pIlu3vH7pwQQn6CjYWKrf/Izn/jJrlCow8GHu/NMDMvzqSw6PtfXmlldW19o7xZ2dre2d2r7h882DQ3jIcslalpx9RyKTQPUaDk7cxwqmLJW/Hoeua3HrmxItX3OM54pOhAi0Qwik6666q8V635dX8O8pcEBalBgWav+tntpyxXXCOT1NpO4GcYTahBwSSfVrq55RllIzrgHUc1VdxGk/mpU3LilD5JUuNKI5mrPycmVFk7VrHrVBSHdtmbif95nRyTy2gidJYj12yxKMklwZTM/iZ9YThDOXaEMiPcrYQNqaEMXToVF0Kw/PJfEp7Vr+rB7Xmt0SjSKMMRHMMpBHABDbiBJoTAYABP8AKvnvSevTfvfdFa8oqZQ/gF7+MbylONqA==</latexit><latexit sha1_base64="A5nWoUUOfEN5OH6yiLYqFQWK514=">AAAB6XicbVA9SwNBEJ2LXzF+RS1tFoNgFe5EULuAjWVEzwSSI+xt9pIlu3vH7pwQQn6CjYWKrf/Izn/jJrlCow8GHu/NMDMvzqSw6PtfXmlldW19o7xZ2dre2d2r7h882DQ3jIcslalpx9RyKTQPUaDk7cxwqmLJW/Hoeua3HrmxItX3OM54pOhAi0Qwik6666q8V635dX8O8pcEBalBgWav+tntpyxXXCOT1NpO4GcYTahBwSSfVrq55RllIzrgHUc1VdxGk/mpU3LilD5JUuNKI5mrPycmVFk7VrHrVBSHdtmbif95nRyTy2gidJYj12yxKMklwZTM/iZ9YThDOXaEMiPcrYQNqaEMXToVF0Kw/PJfEp7Vr+rB7Xmt0SjSKMMRHMMpBHABDbiBJoTAYABP8AKvnvSevTfvfdFa8oqZQ/gF7+MbylONqA==</latexit><latexit sha1_base64="A5nWoUUOfEN5OH6yiLYqFQWK514=">AAAB6XicbVA9SwNBEJ2LXzF+RS1tFoNgFe5EULuAjWVEzwSSI+xt9pIlu3vH7pwQQn6CjYWKrf/Izn/jJrlCow8GHu/NMDMvzqSw6PtfXmlldW19o7xZ2dre2d2r7h882DQ3jIcslalpx9RyKTQPUaDk7cxwqmLJW/Hoeua3HrmxItX3OM54pOhAi0Qwik6666q8V635dX8O8pcEBalBgWav+tntpyxXXCOT1NpO4GcYTahBwSSfVrq55RllIzrgHUc1VdxGk/mpU3LilD5JUuNKI5mrPycmVFk7VrHrVBSHdtmbif95nRyTy2gidJYj12yxKMklwZTM/iZ9YThDOXaEMiPcrYQNqaEMXToVF0Kw/PJfEp7Vr+rB7Xmt0SjSKMMRHMMpBHABDbiBJoTAYABP8AKvnvSevTfvfdFa8oqZQ/gF7+MbylONqA==</latexit><latexit sha1_base64="A5nWoUUOfEN5OH6yiLYqFQWK514=">AAAB6XicbVA9SwNBEJ2LXzF+RS1tFoNgFe5EULuAjWVEzwSSI+xt9pIlu3vH7pwQQn6CjYWKrf/Izn/jJrlCow8GHu/NMDMvzqSw6PtfXmlldW19o7xZ2dre2d2r7h882DQ3jIcslalpx9RyKTQPUaDk7cxwqmLJW/Hoeua3HrmxItX3OM54pOhAi0Qwik6666q8V635dX8O8pcEBalBgWav+tntpyxXXCOT1NpO4GcYTahBwSSfVrq55RllIzrgHUc1VdxGk/mpU3LilD5JUuNKI5mrPycmVFk7VrHrVBSHdtmbif95nRyTy2gidJYj12yxKMklwZTM/iZ9YThDOXaEMiPcrYQNqaEMXToVF0Kw/PJfEp7Vr+rB7Xmt0SjSKMMRHMMpBHABDbiBJoTAYABP8AKvnvSevTfvfdFa8oqZQ/gF7+MbylONqA==</latexit>

c > 0
<latexit sha1_base64="lfA5NQ9iVi6Q4rdPdSF0Rdepe9E=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUC9S8OKxorGFNpTNdtIu3WzC7kYooT/BiwcVr/4jb/4bt20O2vpg4PHeDDPzwlRwbVz32ymtrK6tb5Q3K1vbO7t71f2DR51kiqHPEpGodkg1Ci7RN9wIbKcKaRwKbIWjm6nfekKleSIfzDjFIKYDySPOqLHSPbt2e9WaW3dnIMvEK0gNCjR71a9uP2FZjNIwQbXueG5qgpwqw5nASaWbaUwpG9EBdiyVNEYd5LNTJ+TEKn0SJcqWNGSm/p7Iaaz1OA5tZ0zNUC96U/E/r5OZ6DLIuUwzg5LNF0WZICYh079JnytkRowtoUxxeythQ6ooMzadig3BW3x5mfhn9au6d3deazSKNMpwBMdwCh5cQANuoQk+MBjAM7zCmyOcF+fd+Zi3lpxi5hD+wPn8ASVrjTs=</latexit><latexit sha1_base64="lfA5NQ9iVi6Q4rdPdSF0Rdepe9E=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUC9S8OKxorGFNpTNdtIu3WzC7kYooT/BiwcVr/4jb/4bt20O2vpg4PHeDDPzwlRwbVz32ymtrK6tb5Q3K1vbO7t71f2DR51kiqHPEpGodkg1Ci7RN9wIbKcKaRwKbIWjm6nfekKleSIfzDjFIKYDySPOqLHSPbt2e9WaW3dnIMvEK0gNCjR71a9uP2FZjNIwQbXueG5qgpwqw5nASaWbaUwpG9EBdiyVNEYd5LNTJ+TEKn0SJcqWNGSm/p7Iaaz1OA5tZ0zNUC96U/E/r5OZ6DLIuUwzg5LNF0WZICYh079JnytkRowtoUxxeythQ6ooMzadig3BW3x5mfhn9au6d3deazSKNMpwBMdwCh5cQANuoQk+MBjAM7zCmyOcF+fd+Zi3lpxi5hD+wPn8ASVrjTs=</latexit><latexit sha1_base64="lfA5NQ9iVi6Q4rdPdSF0Rdepe9E=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUC9S8OKxorGFNpTNdtIu3WzC7kYooT/BiwcVr/4jb/4bt20O2vpg4PHeDDPzwlRwbVz32ymtrK6tb5Q3K1vbO7t71f2DR51kiqHPEpGodkg1Ci7RN9wIbKcKaRwKbIWjm6nfekKleSIfzDjFIKYDySPOqLHSPbt2e9WaW3dnIMvEK0gNCjR71a9uP2FZjNIwQbXueG5qgpwqw5nASaWbaUwpG9EBdiyVNEYd5LNTJ+TEKn0SJcqWNGSm/p7Iaaz1OA5tZ0zNUC96U/E/r5OZ6DLIuUwzg5LNF0WZICYh079JnytkRowtoUxxeythQ6ooMzadig3BW3x5mfhn9au6d3deazSKNMpwBMdwCh5cQANuoQk+MBjAM7zCmyOcF+fd+Zi3lpxi5hD+wPn8ASVrjTs=</latexit><latexit sha1_base64="lfA5NQ9iVi6Q4rdPdSF0Rdepe9E=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUC9S8OKxorGFNpTNdtIu3WzC7kYooT/BiwcVr/4jb/4bt20O2vpg4PHeDDPzwlRwbVz32ymtrK6tb5Q3K1vbO7t71f2DR51kiqHPEpGodkg1Ci7RN9wIbKcKaRwKbIWjm6nfekKleSIfzDjFIKYDySPOqLHSPbt2e9WaW3dnIMvEK0gNCjR71a9uP2FZjNIwQbXueG5qgpwqw5nASaWbaUwpG9EBdiyVNEYd5LNTJ+TEKn0SJcqWNGSm/p7Iaaz1OA5tZ0zNUC96U/E/r5OZ6DLIuUwzg5LNF0WZICYh079JnytkRowtoUxxeythQ6ooMzadig3BW3x5mfhn9au6d3deazSKNMpwBMdwCh5cQANuoQk+MBjAM7zCmyOcF+fd+Zi3lpxi5hD+wPn8ASVrjTs=</latexit>

M(x1, . . . , xn) � c · µ(x1, . . . , xn).
<latexit sha1_base64="kwQj5RrXSJ5X1yKlsaXqiTswloc=">AAACI3icbVDLSgMxFM34rPU16tJNsAgVSpkRQcVNwY0boYK1hc4wZDKZNjTJjElGWoZ+jBt/xY0LLW5c+C+mj4W2HggczrmXm3PClFGlHefLWlpeWV1bL2wUN7e2d3btvf0HlWQSkwZOWCJbIVKEUUEammpGWqkkiIeMNMPe9dhvPhGpaCLu9SAlPkcdQWOKkTZSYF95HOluGOe3w3I/cCseixKtKv1AnHgd8ggx9LBRoMezeb8a2CWn6kwAF4k7IyUwQz2wR16U4IwToTFDSrVdJ9V+jqSmmJFh0csUSRHuoQ5pGyoQJ8rPJyGH8NgoEYwTaZ7QcKL+3sgRV2rAQzM5jqTmvbH4n9fOdHzh51SkmSYCTw/FGYM6gePGYEQlwZoNDEFYUvNXiLtIIqxNr0VTgjsfeZE0TquXVffurFSrzdoogENwBMrABeegBm5AHTQABs/gFbyDD+vFerNG1ud0dMma7RyAP7C+fwBqJ6Oc</latexit><latexit sha1_base64="kwQj5RrXSJ5X1yKlsaXqiTswloc=">AAACI3icbVDLSgMxFM34rPU16tJNsAgVSpkRQcVNwY0boYK1hc4wZDKZNjTJjElGWoZ+jBt/xY0LLW5c+C+mj4W2HggczrmXm3PClFGlHefLWlpeWV1bL2wUN7e2d3btvf0HlWQSkwZOWCJbIVKEUUEammpGWqkkiIeMNMPe9dhvPhGpaCLu9SAlPkcdQWOKkTZSYF95HOluGOe3w3I/cCseixKtKv1AnHgd8ggx9LBRoMezeb8a2CWn6kwAF4k7IyUwQz2wR16U4IwToTFDSrVdJ9V+jqSmmJFh0csUSRHuoQ5pGyoQJ8rPJyGH8NgoEYwTaZ7QcKL+3sgRV2rAQzM5jqTmvbH4n9fOdHzh51SkmSYCTw/FGYM6gePGYEQlwZoNDEFYUvNXiLtIIqxNr0VTgjsfeZE0TquXVffurFSrzdoogENwBMrABeegBm5AHTQABs/gFbyDD+vFerNG1ud0dMma7RyAP7C+fwBqJ6Oc</latexit><latexit sha1_base64="kwQj5RrXSJ5X1yKlsaXqiTswloc=">AAACI3icbVDLSgMxFM34rPU16tJNsAgVSpkRQcVNwY0boYK1hc4wZDKZNjTJjElGWoZ+jBt/xY0LLW5c+C+mj4W2HggczrmXm3PClFGlHefLWlpeWV1bL2wUN7e2d3btvf0HlWQSkwZOWCJbIVKEUUEammpGWqkkiIeMNMPe9dhvPhGpaCLu9SAlPkcdQWOKkTZSYF95HOluGOe3w3I/cCseixKtKv1AnHgd8ggx9LBRoMezeb8a2CWn6kwAF4k7IyUwQz2wR16U4IwToTFDSrVdJ9V+jqSmmJFh0csUSRHuoQ5pGyoQJ8rPJyGH8NgoEYwTaZ7QcKL+3sgRV2rAQzM5jqTmvbH4n9fOdHzh51SkmSYCTw/FGYM6gePGYEQlwZoNDEFYUvNXiLtIIqxNr0VTgjsfeZE0TquXVffurFSrzdoogENwBMrABeegBm5AHTQABs/gFbyDD+vFerNG1ud0dMma7RyAP7C+fwBqJ6Oc</latexit><latexit sha1_base64="kwQj5RrXSJ5X1yKlsaXqiTswloc=">AAACI3icbVDLSgMxFM34rPU16tJNsAgVSpkRQcVNwY0boYK1hc4wZDKZNjTJjElGWoZ+jBt/xY0LLW5c+C+mj4W2HggczrmXm3PClFGlHefLWlpeWV1bL2wUN7e2d3btvf0HlWQSkwZOWCJbIVKEUUEammpGWqkkiIeMNMPe9dhvPhGpaCLu9SAlPkcdQWOKkTZSYF95HOluGOe3w3I/cCseixKtKv1AnHgd8ggx9LBRoMezeb8a2CWn6kwAF4k7IyUwQz2wR16U4IwToTFDSrVdJ9V+jqSmmJFh0csUSRHuoQ5pGyoQJ8rPJyGH8NgoEYwTaZ7QcKL+3sgRV2rAQzM5jqTmvbH4n9fOdHzh51SkmSYCTw/FGYM6gePGYEQlwZoNDEFYUvNXiLtIIqxNr0VTgjsfeZE0TquXVffurFSrzdoogENwBMrABeegBm5AHTQABs/gFbyDD+vFerNG1ud0dMma7RyAP7C+fwBqJ6Oc</latexit>

Pick any universal enumerable semimeasure M 
and normalize it. 

This defines algorithmic probability P.
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<latexit sha1_base64="7pvsLpU0SLLM0zZR6avScEFJFXo=">AAAB8nicbVBNS8NAFHypX7V+VT16WSyCp5KIoN4KXrwIFYwtNKVstpt26WYTdl+EEvo3vHhQ8eqv8ea/cdPmoNWBhWHmPd7shKkUBl33y6msrK6tb1Q3a1vbO7t79f2DB5NkmnGfJTLR3ZAaLoXiPgqUvJtqTuNQ8k44uS78ziPXRiTqHqcp78d0pEQkGEUrBUFMcRxG+e1s4A/qDbfpzkH+Eq8kDSjRHtQ/g2HCspgrZJIa0/PcFPs51SiY5LNakBmeUjahI96zVNGYm34+zzwjJ1YZkijR9ikkc/XnRk5jY6ZxaCeLjGbZK8T/vF6G0WU/FyrNkCu2OBRlkmBCigLIUGjOUE4toUwLm5WwMdWUoa2pZkvwlr/8l/hnzaumd3feaLXKNqpwBMdwCh5cQAtuoA0+MEjhCV7g1cmcZ+fNeV+MVpxy5xB+wfn4BoimkYs=</latexit><latexit sha1_base64="7pvsLpU0SLLM0zZR6avScEFJFXo=">AAAB8nicbVBNS8NAFHypX7V+VT16WSyCp5KIoN4KXrwIFYwtNKVstpt26WYTdl+EEvo3vHhQ8eqv8ea/cdPmoNWBhWHmPd7shKkUBl33y6msrK6tb1Q3a1vbO7t79f2DB5NkmnGfJTLR3ZAaLoXiPgqUvJtqTuNQ8k44uS78ziPXRiTqHqcp78d0pEQkGEUrBUFMcRxG+e1s4A/qDbfpzkH+Eq8kDSjRHtQ/g2HCspgrZJIa0/PcFPs51SiY5LNakBmeUjahI96zVNGYm34+zzwjJ1YZkijR9ikkc/XnRk5jY6ZxaCeLjGbZK8T/vF6G0WU/FyrNkCu2OBRlkmBCigLIUGjOUE4toUwLm5WwMdWUoa2pZkvwlr/8l/hnzaumd3feaLXKNqpwBMdwCh5cQAtuoA0+MEjhCV7g1cmcZ+fNeV+MVpxy5xB+wfn4BoimkYs=</latexit><latexit sha1_base64="7pvsLpU0SLLM0zZR6avScEFJFXo=">AAAB8nicbVBNS8NAFHypX7V+VT16WSyCp5KIoN4KXrwIFYwtNKVstpt26WYTdl+EEvo3vHhQ8eqv8ea/cdPmoNWBhWHmPd7shKkUBl33y6msrK6tb1Q3a1vbO7t79f2DB5NkmnGfJTLR3ZAaLoXiPgqUvJtqTuNQ8k44uS78ziPXRiTqHqcp78d0pEQkGEUrBUFMcRxG+e1s4A/qDbfpzkH+Eq8kDSjRHtQ/g2HCspgrZJIa0/PcFPs51SiY5LNakBmeUjahI96zVNGYm34+zzwjJ1YZkijR9ikkc/XnRk5jY6ZxaCeLjGbZK8T/vF6G0WU/FyrNkCu2OBRlkmBCigLIUGjOUE4toUwLm5WwMdWUoa2pZkvwlr/8l/hnzaumd3feaLXKNqpwBMdwCh5cQAtuoA0+MEjhCV7g1cmcZ+fNeV+MVpxy5xB+wfn4BoimkYs=</latexit><latexit sha1_base64="7pvsLpU0SLLM0zZR6avScEFJFXo=">AAAB8nicbVBNS8NAFHypX7V+VT16WSyCp5KIoN4KXrwIFYwtNKVstpt26WYTdl+EEvo3vHhQ8eqv8ea/cdPmoNWBhWHmPd7shKkUBl33y6msrK6tb1Q3a1vbO7t79f2DB5NkmnGfJTLR3ZAaLoXiPgqUvJtqTuNQ8k44uS78ziPXRiTqHqcp78d0pEQkGEUrBUFMcRxG+e1s4A/qDbfpzkH+Eq8kDSjRHtQ/g2HCspgrZJIa0/PcFPs51SiY5LNakBmeUjahI96zVNGYm34+zzwjJ1YZkijR9ikkc/XnRk5jY6ZxaCeLjGbZK8T/vF6G0WU/FyrNkCu2OBRlkmBCigLIUGjOUE4toUwLm5WwMdWUoa2pZkvwlr/8l/hnzaumd3feaLXKNqpwBMdwCh5cQAtuoA0+MEjhCV7g1cmcZ+fNeV+MVpxy5xB+wfn4BoimkYs=</latexit>

:=distribution of outputs
if input is chosen at random.
Is universal enumerable.
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<latexit sha1_base64="7pvsLpU0SLLM0zZR6avScEFJFXo=">AAAB8nicbVBNS8NAFHypX7V+VT16WSyCp5KIoN4KXrwIFYwtNKVstpt26WYTdl+EEvo3vHhQ8eqv8ea/cdPmoNWBhWHmPd7shKkUBl33y6msrK6tb1Q3a1vbO7t79f2DB5NkmnGfJTLR3ZAaLoXiPgqUvJtqTuNQ8k44uS78ziPXRiTqHqcp78d0pEQkGEUrBUFMcRxG+e1s4A/qDbfpzkH+Eq8kDSjRHtQ/g2HCspgrZJIa0/PcFPs51SiY5LNakBmeUjahI96zVNGYm34+zzwjJ1YZkijR9ikkc/XnRk5jY6ZxaCeLjGbZK8T/vF6G0WU/FyrNkCu2OBRlkmBCigLIUGjOUE4toUwLm5WwMdWUoa2pZkvwlr/8l/hnzaumd3feaLXKNqpwBMdwCh5cQAtuoA0+MEjhCV7g1cmcZ+fNeV+MVpxy5xB+wfn4BoimkYs=</latexit><latexit sha1_base64="7pvsLpU0SLLM0zZR6avScEFJFXo=">AAAB8nicbVBNS8NAFHypX7V+VT16WSyCp5KIoN4KXrwIFYwtNKVstpt26WYTdl+EEvo3vHhQ8eqv8ea/cdPmoNWBhWHmPd7shKkUBl33y6msrK6tb1Q3a1vbO7t79f2DB5NkmnGfJTLR3ZAaLoXiPgqUvJtqTuNQ8k44uS78ziPXRiTqHqcp78d0pEQkGEUrBUFMcRxG+e1s4A/qDbfpzkH+Eq8kDSjRHtQ/g2HCspgrZJIa0/PcFPs51SiY5LNakBmeUjahI96zVNGYm34+zzwjJ1YZkijR9ikkc/XnRk5jY6ZxaCeLjGbZK8T/vF6G0WU/FyrNkCu2OBRlkmBCigLIUGjOUE4toUwLm5WwMdWUoa2pZkvwlr/8l/hnzaumd3feaLXKNqpwBMdwCh5cQAtuoA0+MEjhCV7g1cmcZ+fNeV+MVpxy5xB+wfn4BoimkYs=</latexit><latexit sha1_base64="7pvsLpU0SLLM0zZR6avScEFJFXo=">AAAB8nicbVBNS8NAFHypX7V+VT16WSyCp5KIoN4KXrwIFYwtNKVstpt26WYTdl+EEvo3vHhQ8eqv8ea/cdPmoNWBhWHmPd7shKkUBl33y6msrK6tb1Q3a1vbO7t79f2DB5NkmnGfJTLR3ZAaLoXiPgqUvJtqTuNQ8k44uS78ziPXRiTqHqcp78d0pEQkGEUrBUFMcRxG+e1s4A/qDbfpzkH+Eq8kDSjRHtQ/g2HCspgrZJIa0/PcFPs51SiY5LNakBmeUjahI96zVNGYm34+zzwjJ1YZkijR9ikkc/XnRk5jY6ZxaCeLjGbZK8T/vF6G0WU/FyrNkCu2OBRlkmBCigLIUGjOUE4toUwLm5WwMdWUoa2pZkvwlr/8l/hnzaumd3feaLXKNqpwBMdwCh5cQAtuoA0+MEjhCV7g1cmcZ+fNeV+MVpxy5xB+wfn4BoimkYs=</latexit><latexit sha1_base64="7pvsLpU0SLLM0zZR6avScEFJFXo=">AAAB8nicbVBNS8NAFHypX7V+VT16WSyCp5KIoN4KXrwIFYwtNKVstpt26WYTdl+EEvo3vHhQ8eqv8ea/cdPmoNWBhWHmPd7shKkUBl33y6msrK6tb1Q3a1vbO7t79f2DB5NkmnGfJTLR3ZAaLoXiPgqUvJtqTuNQ8k44uS78ziPXRiTqHqcp78d0pEQkGEUrBUFMcRxG+e1s4A/qDbfpzkH+Eq8kDSjRHtQ/g2HCspgrZJIa0/PcFPs51SiY5LNakBmeUjahI96zVNGYm34+zzwjJ1YZkijR9ikkc/XnRk5jY6ZxaCeLjGbZK8T/vF6G0WU/FyrNkCu2OBRlkmBCigLIUGjOUE4toUwLm5WwMdWUoa2pZkvwlr/8l/hnzaumd3feaLXKNqpwBMdwCh5cQAtuoA0+MEjhCV7g1cmcZ+fNeV+MVpxy5xB+wfn4BoimkYs=</latexit>

:=distribution of outputs
if input is chosen at random.

“Occam’s razor”:
MU (x1, . . . , xn) � 2�K(x1,...,xn),

<latexit sha1_base64="V1jmjAX4nJuSJHU19wBClgObKhk=">AAACIHicbVDNSsNAGNz4W+tf1aOXxSJUqCUpgvVW8CKIUMHYQhPDZrtpl242cXcjLaGv4sVX8eJBRW/6NG7aHrR1YGGY+T6+nfFjRqUyzS9jYXFpeWU1t5Zf39jc2i7s7N7KKBGY2DhikWj5SBJGObEVVYy0YkFQ6DPS9Pvnmd98IELSiN+oYUzcEHU5DShGSkteoeaESPX8IL0aeXZp4Fllh3UiJcsDjx85XXIPq3fp8eWsMyp7haJZMceA88SakiKYouEVPp1OhJOQcIUZkrJtmbFyUyQUxYyM8k4iSYxwH3VJW1OOQiLddJxwBA+10oFBJPTjCo7V3xspCqUchr6ezPLIWS8T//PaiQpqbkp5nCjC8eRQkDCoIpjVBTtUEKzYUBOEBdV/hbiHBMJKl5rXJVizkeeJXa2cVazrk2K9Pm0jB/bBASgBC5yCOrgADWADDB7BM3gFb8aT8WK8Gx+T0QVjurMH/sD4/gHlFKJJ</latexit><latexit sha1_base64="V1jmjAX4nJuSJHU19wBClgObKhk=">AAACIHicbVDNSsNAGNz4W+tf1aOXxSJUqCUpgvVW8CKIUMHYQhPDZrtpl242cXcjLaGv4sVX8eJBRW/6NG7aHrR1YGGY+T6+nfFjRqUyzS9jYXFpeWU1t5Zf39jc2i7s7N7KKBGY2DhikWj5SBJGObEVVYy0YkFQ6DPS9Pvnmd98IELSiN+oYUzcEHU5DShGSkteoeaESPX8IL0aeXZp4Fllh3UiJcsDjx85XXIPq3fp8eWsMyp7haJZMceA88SakiKYouEVPp1OhJOQcIUZkrJtmbFyUyQUxYyM8k4iSYxwH3VJW1OOQiLddJxwBA+10oFBJPTjCo7V3xspCqUchr6ezPLIWS8T//PaiQpqbkp5nCjC8eRQkDCoIpjVBTtUEKzYUBOEBdV/hbiHBMJKl5rXJVizkeeJXa2cVazrk2K9Pm0jB/bBASgBC5yCOrgADWADDB7BM3gFb8aT8WK8Gx+T0QVjurMH/sD4/gHlFKJJ</latexit><latexit sha1_base64="V1jmjAX4nJuSJHU19wBClgObKhk=">AAACIHicbVDNSsNAGNz4W+tf1aOXxSJUqCUpgvVW8CKIUMHYQhPDZrtpl242cXcjLaGv4sVX8eJBRW/6NG7aHrR1YGGY+T6+nfFjRqUyzS9jYXFpeWU1t5Zf39jc2i7s7N7KKBGY2DhikWj5SBJGObEVVYy0YkFQ6DPS9Pvnmd98IELSiN+oYUzcEHU5DShGSkteoeaESPX8IL0aeXZp4Fllh3UiJcsDjx85XXIPq3fp8eWsMyp7haJZMceA88SakiKYouEVPp1OhJOQcIUZkrJtmbFyUyQUxYyM8k4iSYxwH3VJW1OOQiLddJxwBA+10oFBJPTjCo7V3xspCqUchr6ezPLIWS8T//PaiQpqbkp5nCjC8eRQkDCoIpjVBTtUEKzYUBOEBdV/hbiHBMJKl5rXJVizkeeJXa2cVazrk2K9Pm0jB/bBASgBC5yCOrgADWADDB7BM3gFb8aT8WK8Gx+T0QVjurMH/sD4/gHlFKJJ</latexit><latexit sha1_base64="V1jmjAX4nJuSJHU19wBClgObKhk=">AAACIHicbVDNSsNAGNz4W+tf1aOXxSJUqCUpgvVW8CKIUMHYQhPDZrtpl242cXcjLaGv4sVX8eJBRW/6NG7aHrR1YGGY+T6+nfFjRqUyzS9jYXFpeWU1t5Zf39jc2i7s7N7KKBGY2DhikWj5SBJGObEVVYy0YkFQ6DPS9Pvnmd98IELSiN+oYUzcEHU5DShGSkteoeaESPX8IL0aeXZp4Fllh3UiJcsDjx85XXIPq3fp8eWsMyp7haJZMceA88SakiKYouEVPp1OhJOQcIUZkrJtmbFyUyQUxYyM8k4iSYxwH3VJW1OOQiLddJxwBA+10oFBJPTjCo7V3xspCqUchr6ezPLIWS8T//PaiQpqbkp5nCjC8eRQkDCoIpjVBTtUEKzYUBOEBdV/hbiHBMJKl5rXJVizkeeJXa2cVazrk2K9Pm0jB/bBASgBC5yCOrgADWADDB7BM3gFb8aT8WK8Gx+T0QVjurMH/sD4/gHlFKJJ</latexit>

where K(x) is the length of the 
shortest computer program 
that outputs x.
Favors compressibility!

Is universal enumerable.
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<latexit sha1_base64="7pvsLpU0SLLM0zZR6avScEFJFXo=">AAAB8nicbVBNS8NAFHypX7V+VT16WSyCp5KIoN4KXrwIFYwtNKVstpt26WYTdl+EEvo3vHhQ8eqv8ea/cdPmoNWBhWHmPd7shKkUBl33y6msrK6tb1Q3a1vbO7t79f2DB5NkmnGfJTLR3ZAaLoXiPgqUvJtqTuNQ8k44uS78ziPXRiTqHqcp78d0pEQkGEUrBUFMcRxG+e1s4A/qDbfpzkH+Eq8kDSjRHtQ/g2HCspgrZJIa0/PcFPs51SiY5LNakBmeUjahI96zVNGYm34+zzwjJ1YZkijR9ikkc/XnRk5jY6ZxaCeLjGbZK8T/vF6G0WU/FyrNkCu2OBRlkmBCigLIUGjOUE4toUwLm5WwMdWUoa2pZkvwlr/8l/hnzaumd3feaLXKNqpwBMdwCh5cQAtuoA0+MEjhCV7g1cmcZ+fNeV+MVpxy5xB+wfn4BoimkYs=</latexit><latexit sha1_base64="7pvsLpU0SLLM0zZR6avScEFJFXo=">AAAB8nicbVBNS8NAFHypX7V+VT16WSyCp5KIoN4KXrwIFYwtNKVstpt26WYTdl+EEvo3vHhQ8eqv8ea/cdPmoNWBhWHmPd7shKkUBl33y6msrK6tb1Q3a1vbO7t79f2DB5NkmnGfJTLR3ZAaLoXiPgqUvJtqTuNQ8k44uS78ziPXRiTqHqcp78d0pEQkGEUrBUFMcRxG+e1s4A/qDbfpzkH+Eq8kDSjRHtQ/g2HCspgrZJIa0/PcFPs51SiY5LNakBmeUjahI96zVNGYm34+zzwjJ1YZkijR9ikkc/XnRk5jY6ZxaCeLjGbZK8T/vF6G0WU/FyrNkCu2OBRlkmBCigLIUGjOUE4toUwLm5WwMdWUoa2pZkvwlr/8l/hnzaumd3feaLXKNqpwBMdwCh5cQAtuoA0+MEjhCV7g1cmcZ+fNeV+MVpxy5xB+wfn4BoimkYs=</latexit><latexit sha1_base64="7pvsLpU0SLLM0zZR6avScEFJFXo=">AAAB8nicbVBNS8NAFHypX7V+VT16WSyCp5KIoN4KXrwIFYwtNKVstpt26WYTdl+EEvo3vHhQ8eqv8ea/cdPmoNWBhWHmPd7shKkUBl33y6msrK6tb1Q3a1vbO7t79f2DB5NkmnGfJTLR3ZAaLoXiPgqUvJtqTuNQ8k44uS78ziPXRiTqHqcp78d0pEQkGEUrBUFMcRxG+e1s4A/qDbfpzkH+Eq8kDSjRHtQ/g2HCspgrZJIa0/PcFPs51SiY5LNakBmeUjahI96zVNGYm34+zzwjJ1YZkijR9ikkc/XnRk5jY6ZxaCeLjGbZK8T/vF6G0WU/FyrNkCu2OBRlkmBCigLIUGjOUE4toUwLm5WwMdWUoa2pZkvwlr/8l/hnzaumd3feaLXKNqpwBMdwCh5cQAtuoA0+MEjhCV7g1cmcZ+fNeV+MVpxy5xB+wfn4BoimkYs=</latexit><latexit sha1_base64="7pvsLpU0SLLM0zZR6avScEFJFXo=">AAAB8nicbVBNS8NAFHypX7V+VT16WSyCp5KIoN4KXrwIFYwtNKVstpt26WYTdl+EEvo3vHhQ8eqv8ea/cdPmoNWBhWHmPd7shKkUBl33y6msrK6tb1Q3a1vbO7t79f2DB5NkmnGfJTLR3ZAaLoXiPgqUvJtqTuNQ8k44uS78ziPXRiTqHqcp78d0pEQkGEUrBUFMcRxG+e1s4A/qDbfpzkH+Eq8kDSjRHtQ/g2HCspgrZJIa0/PcFPs51SiY5LNakBmeUjahI96zVNGYm34+zzwjJ1YZkijR9ikkc/XnRk5jY6ZxaCeLjGbZK8T/vF6G0WU/FyrNkCu2OBRlkmBCigLIUGjOUE4toUwLm5WwMdWUoa2pZkvwlr/8l/hnzaumd3feaLXKNqpwBMdwCh5cQAtuoA0+MEjhCV7g1cmcZ+fNeV+MVpxy5xB+wfn4BoimkYs=</latexit>

:=distribution of outputs
if input is chosen at random.

“Occam’s razor”:
MU (x1, . . . , xn) � 2�K(x1,...,xn),

<latexit sha1_base64="V1jmjAX4nJuSJHU19wBClgObKhk=">AAACIHicbVDNSsNAGNz4W+tf1aOXxSJUqCUpgvVW8CKIUMHYQhPDZrtpl242cXcjLaGv4sVX8eJBRW/6NG7aHrR1YGGY+T6+nfFjRqUyzS9jYXFpeWU1t5Zf39jc2i7s7N7KKBGY2DhikWj5SBJGObEVVYy0YkFQ6DPS9Pvnmd98IELSiN+oYUzcEHU5DShGSkteoeaESPX8IL0aeXZp4Fllh3UiJcsDjx85XXIPq3fp8eWsMyp7haJZMceA88SakiKYouEVPp1OhJOQcIUZkrJtmbFyUyQUxYyM8k4iSYxwH3VJW1OOQiLddJxwBA+10oFBJPTjCo7V3xspCqUchr6ezPLIWS8T//PaiQpqbkp5nCjC8eRQkDCoIpjVBTtUEKzYUBOEBdV/hbiHBMJKl5rXJVizkeeJXa2cVazrk2K9Pm0jB/bBASgBC5yCOrgADWADDB7BM3gFb8aT8WK8Gx+T0QVjurMH/sD4/gHlFKJJ</latexit><latexit sha1_base64="V1jmjAX4nJuSJHU19wBClgObKhk=">AAACIHicbVDNSsNAGNz4W+tf1aOXxSJUqCUpgvVW8CKIUMHYQhPDZrtpl242cXcjLaGv4sVX8eJBRW/6NG7aHrR1YGGY+T6+nfFjRqUyzS9jYXFpeWU1t5Zf39jc2i7s7N7KKBGY2DhikWj5SBJGObEVVYy0YkFQ6DPS9Pvnmd98IELSiN+oYUzcEHU5DShGSkteoeaESPX8IL0aeXZp4Fllh3UiJcsDjx85XXIPq3fp8eWsMyp7haJZMceA88SakiKYouEVPp1OhJOQcIUZkrJtmbFyUyQUxYyM8k4iSYxwH3VJW1OOQiLddJxwBA+10oFBJPTjCo7V3xspCqUchr6ezPLIWS8T//PaiQpqbkp5nCjC8eRQkDCoIpjVBTtUEKzYUBOEBdV/hbiHBMJKl5rXJVizkeeJXa2cVazrk2K9Pm0jB/bBASgBC5yCOrgADWADDB7BM3gFb8aT8WK8Gx+T0QVjurMH/sD4/gHlFKJJ</latexit><latexit sha1_base64="V1jmjAX4nJuSJHU19wBClgObKhk=">AAACIHicbVDNSsNAGNz4W+tf1aOXxSJUqCUpgvVW8CKIUMHYQhPDZrtpl242cXcjLaGv4sVX8eJBRW/6NG7aHrR1YGGY+T6+nfFjRqUyzS9jYXFpeWU1t5Zf39jc2i7s7N7KKBGY2DhikWj5SBJGObEVVYy0YkFQ6DPS9Pvnmd98IELSiN+oYUzcEHU5DShGSkteoeaESPX8IL0aeXZp4Fllh3UiJcsDjx85XXIPq3fp8eWsMyp7haJZMceA88SakiKYouEVPp1OhJOQcIUZkrJtmbFyUyQUxYyM8k4iSYxwH3VJW1OOQiLddJxwBA+10oFBJPTjCo7V3xspCqUchr6ezPLIWS8T//PaiQpqbkp5nCjC8eRQkDCoIpjVBTtUEKzYUBOEBdV/hbiHBMJKl5rXJVizkeeJXa2cVazrk2K9Pm0jB/bBASgBC5yCOrgADWADDB7BM3gFb8aT8WK8Gx+T0QVjurMH/sD4/gHlFKJJ</latexit><latexit sha1_base64="V1jmjAX4nJuSJHU19wBClgObKhk=">AAACIHicbVDNSsNAGNz4W+tf1aOXxSJUqCUpgvVW8CKIUMHYQhPDZrtpl242cXcjLaGv4sVX8eJBRW/6NG7aHrR1YGGY+T6+nfFjRqUyzS9jYXFpeWU1t5Zf39jc2i7s7N7KKBGY2DhikWj5SBJGObEVVYy0YkFQ6DPS9Pvnmd98IELSiN+oYUzcEHU5DShGSkteoeaESPX8IL0aeXZp4Fllh3UiJcsDjx85XXIPq3fp8eWsMyp7haJZMceA88SakiKYouEVPp1OhJOQcIUZkrJtmbFyUyQUxYyM8k4iSYxwH3VJW1OOQiLddJxwBA+10oFBJPTjCo7V3xspCqUchr6ezPLIWS8T//PaiQpqbkp5nCjC8eRQkDCoIpjVBTtUEKzYUBOEBdV/hbiHBMJKl5rXJVizkeeJXa2cVazrk2K9Pm0jB/bBASgBC5yCOrgADWADDB7BM3gFb8aT8WK8Gx+T0QVjurMH/sD4/gHlFKJJ</latexit>

where K(x) is the length of the 
shortest computer program 
that outputs x.
Favors compressibility!

Is universal enumerable.

Q: Won’t the resulting theory depend on the choice 
of universal machine U / univ. enum. semimeasure M? 

A: No, but non-trivial why not. Maybe ask me later.



An open problem

2. Postulates of the theory

P(y|x1, x2, . . . , xn),
<latexit sha1_base64="dYAaYHVLk0bYQRpQgbZsaPNMeDw=">AAACCXicbZDNSsNAFIUn/tb6F3XpJlqECqUkRVB3BTcuKxhbaEKYTCbt0MkkzEykIXbtxldx40LFrW/gzrdx0mahrQcGPs69l7n3+AklQprmt7a0vLK6tl7ZqG5ube/s6nv7dyJOOcI2imnMez4UmBKGbUkkxb2EYxj5FHf90VVR795jLkjMbmWWYDeCA0ZCgqBUlqcfORGUQz/MO5N69jD2rMbYazUcGsRSKGSnDU+vmU1zKmMRrBJqoFTH07+cIEZphJlEFArRt8xEujnkkiCKJ1UnFTiBaAQHuK+QwQgLN5+eMjFOlBMYYczVY9KYur8nchgJkUW+6iwWF/O1wvyv1k9leOHmhCWpxAzNPgpTasjYKHIxAsIxkjRTABEnalcDDSGHSKr0qioEa/7kRbBbzcumdXNWa7fLNCrgEByDOrDAOWiDa9ABNkDgETyDV/CmPWkv2rv2MWtd0sqZA/BH2ucPeweZqw==</latexit><latexit sha1_base64="dYAaYHVLk0bYQRpQgbZsaPNMeDw=">AAACCXicbZDNSsNAFIUn/tb6F3XpJlqECqUkRVB3BTcuKxhbaEKYTCbt0MkkzEykIXbtxldx40LFrW/gzrdx0mahrQcGPs69l7n3+AklQprmt7a0vLK6tl7ZqG5ube/s6nv7dyJOOcI2imnMez4UmBKGbUkkxb2EYxj5FHf90VVR795jLkjMbmWWYDeCA0ZCgqBUlqcfORGUQz/MO5N69jD2rMbYazUcGsRSKGSnDU+vmU1zKmMRrBJqoFTH07+cIEZphJlEFArRt8xEujnkkiCKJ1UnFTiBaAQHuK+QwQgLN5+eMjFOlBMYYczVY9KYur8nchgJkUW+6iwWF/O1wvyv1k9leOHmhCWpxAzNPgpTasjYKHIxAsIxkjRTABEnalcDDSGHSKr0qioEa/7kRbBbzcumdXNWa7fLNCrgEByDOrDAOWiDa9ABNkDgETyDV/CmPWkv2rv2MWtd0sqZA/BH2ucPeweZqw==</latexit><latexit sha1_base64="dYAaYHVLk0bYQRpQgbZsaPNMeDw=">AAACCXicbZDNSsNAFIUn/tb6F3XpJlqECqUkRVB3BTcuKxhbaEKYTCbt0MkkzEykIXbtxldx40LFrW/gzrdx0mahrQcGPs69l7n3+AklQprmt7a0vLK6tl7ZqG5ube/s6nv7dyJOOcI2imnMez4UmBKGbUkkxb2EYxj5FHf90VVR795jLkjMbmWWYDeCA0ZCgqBUlqcfORGUQz/MO5N69jD2rMbYazUcGsRSKGSnDU+vmU1zKmMRrBJqoFTH07+cIEZphJlEFArRt8xEujnkkiCKJ1UnFTiBaAQHuK+QwQgLN5+eMjFOlBMYYczVY9KYur8nchgJkUW+6iwWF/O1wvyv1k9leOHmhCWpxAzNPgpTasjYKHIxAsIxkjRTABEnalcDDSGHSKr0qioEa/7kRbBbzcumdXNWa7fLNCrgEByDOrDAOWiDa9ABNkDgETyDV/CmPWkv2rv2MWtd0sqZA/BH2ucPeweZqw==</latexit><latexit sha1_base64="dYAaYHVLk0bYQRpQgbZsaPNMeDw=">AAACCXicbZDNSsNAFIUn/tb6F3XpJlqECqUkRVB3BTcuKxhbaEKYTCbt0MkkzEykIXbtxldx40LFrW/gzrdx0mahrQcGPs69l7n3+AklQprmt7a0vLK6tl7ZqG5ube/s6nv7dyJOOcI2imnMez4UmBKGbUkkxb2EYxj5FHf90VVR795jLkjMbmWWYDeCA0ZCgqBUlqcfORGUQz/MO5N69jD2rMbYazUcGsRSKGSnDU+vmU1zKmMRrBJqoFTH07+cIEZphJlEFArRt8xEujnkkiCKJ1UnFTiBaAQHuK+QwQgLN5+eMjFOlBMYYczVY9KYur8nchgJkUW+6iwWF/O1wvyv1k9leOHmhCWpxAzNPgpTasjYKHIxAsIxkjRTABEnalcDDSGHSKr0qioEa/7kRbBbzcumdXNWa7fLNCrgEByDOrDAOWiDa9ABNkDgETyDV/CmPWkv2rv2MWtd0sqZA/BH2ucPeweZqw==</latexit>

An observer’s state can be represented by a binary string (like                                            
x                   ). One (subjective) moment after the other, this 
yields a sequence                                  and the probability 
of the next state y is

where P is conditional algorithmic probability.

x1 = 011010
<latexit sha1_base64="zTASR/upd/ge7BGLnG9NZ8Rjxw8=">AAAB8HicbVBNSwMxEJ31s9avqkcvwSJ4KokI6kEoePFYwbXFdinZNNuGZrNLkhXL0n/hxYOKV3+ON/+NabsHbX0w8Hhvhpl5YSqFsRh/e0vLK6tr66WN8ubW9s5uZW//3iSZZtxniUx0K6SGS6G4b4WVvJVqTuNQ8mY4vJ74zUeujUjUnR2lPIhpX4lIMGqd9PDUJVeYEExwt1LFNTwFWiSkIFUo0OhWvjq9hGUxV5ZJakyb4NQGOdVWMMnH5U5meErZkPZ521FFY26CfHrxGB07pYeiRLtSFk3V3xM5jY0ZxaHrjKkdmHlvIv7ntTMbXQS5UGlmuWKzRVEmkU3Q5H3UE5ozK0eOUKaFuxWxAdWUWRdS2YVA5l9eJP5p7bJGbs+q9XqRRgkO4QhOgMA51OEGGuADAwXP8ApvnvFevHfvY9a65BUzB/AH3ucPmyGPGA==</latexit><latexit sha1_base64="zTASR/upd/ge7BGLnG9NZ8Rjxw8=">AAAB8HicbVBNSwMxEJ31s9avqkcvwSJ4KokI6kEoePFYwbXFdinZNNuGZrNLkhXL0n/hxYOKV3+ON/+NabsHbX0w8Hhvhpl5YSqFsRh/e0vLK6tr66WN8ubW9s5uZW//3iSZZtxniUx0K6SGS6G4b4WVvJVqTuNQ8mY4vJ74zUeujUjUnR2lPIhpX4lIMGqd9PDUJVeYEExwt1LFNTwFWiSkIFUo0OhWvjq9hGUxV5ZJakyb4NQGOdVWMMnH5U5meErZkPZ521FFY26CfHrxGB07pYeiRLtSFk3V3xM5jY0ZxaHrjKkdmHlvIv7ntTMbXQS5UGlmuWKzRVEmkU3Q5H3UE5ozK0eOUKaFuxWxAdWUWRdS2YVA5l9eJP5p7bJGbs+q9XqRRgkO4QhOgMA51OEGGuADAwXP8ApvnvFevHfvY9a65BUzB/AH3ucPmyGPGA==</latexit><latexit sha1_base64="zTASR/upd/ge7BGLnG9NZ8Rjxw8=">AAAB8HicbVBNSwMxEJ31s9avqkcvwSJ4KokI6kEoePFYwbXFdinZNNuGZrNLkhXL0n/hxYOKV3+ON/+NabsHbX0w8Hhvhpl5YSqFsRh/e0vLK6tr66WN8ubW9s5uZW//3iSZZtxniUx0K6SGS6G4b4WVvJVqTuNQ8mY4vJ74zUeujUjUnR2lPIhpX4lIMGqd9PDUJVeYEExwt1LFNTwFWiSkIFUo0OhWvjq9hGUxV5ZJakyb4NQGOdVWMMnH5U5meErZkPZ521FFY26CfHrxGB07pYeiRLtSFk3V3xM5jY0ZxaHrjKkdmHlvIv7ntTMbXQS5UGlmuWKzRVEmkU3Q5H3UE5ozK0eOUKaFuxWxAdWUWRdS2YVA5l9eJP5p7bJGbs+q9XqRRgkO4QhOgMA51OEGGuADAwXP8ApvnvFevHfvY9a65BUzB/AH3ucPmyGPGA==</latexit><latexit sha1_base64="zTASR/upd/ge7BGLnG9NZ8Rjxw8=">AAAB8HicbVBNSwMxEJ31s9avqkcvwSJ4KokI6kEoePFYwbXFdinZNNuGZrNLkhXL0n/hxYOKV3+ON/+NabsHbX0w8Hhvhpl5YSqFsRh/e0vLK6tr66WN8ubW9s5uZW//3iSZZtxniUx0K6SGS6G4b4WVvJVqTuNQ8mY4vJ74zUeujUjUnR2lPIhpX4lIMGqd9PDUJVeYEExwt1LFNTwFWiSkIFUo0OhWvjq9hGUxV5ZJakyb4NQGOdVWMMnH5U5meErZkPZ521FFY26CfHrxGB07pYeiRLtSFk3V3xM5jY0ZxaHrjKkdmHlvIv7ntTMbXQS5UGlmuWKzRVEmkU3Q5H3UE5ozK0eOUKaFuxWxAdWUWRdS2YVA5l9eJP5p7bJGbs+q9XqRRgkO4QhOgMA51OEGGuADAwXP8ApvnvFevHfvY9a65BUzB/AH3ucPmyGPGA==</latexit>

x = (x1, x2, . . . , xn),
<latexit sha1_base64="fzoHj4J9sAxmaU3dQy5EY6r8RSo=">AAACCHicbZDNSsNAFIUn9a/Wv6hLN4NFqFBKUgR1IRTcuKxgbKEJYTKdtEMnkzAzkZbQrRtfxY0LFbc+gjvfxkmbhbYeGPg4917m3hMkjEplWd9GaWV1bX2jvFnZ2t7Z3TP3D+5lnApMHByzWHQDJAmjnDiKKka6iSAoChjpBKPrvN55IELSmN+pSUK8CA04DSlGSlu+Cd0IqWEQZuPpVW3s2/Wx36y7rB8rqZGf1n2zajWsmeAy2AVUQaG2b365/RinEeEKMyRlz7YS5WVIKIoZmVbcVJIE4REakJ5GjiIivWx2yRSeaKcPw1joxxWcub8nMhRJOYkC3ZnvLRdruflfrZeq8MLLKE9SRTiefxSmDKoY5rHAPhUEKzbRgLCgeleIh0ggrHR4FR2CvXjyMjjNxmXDvj2rtlpFGmVwBI5BDdjgHLTADWgDB2DwCJ7BK3gznowX4934mLeWjGLmEPyR8fkDbJ6ZEQ==</latexit><latexit sha1_base64="fzoHj4J9sAxmaU3dQy5EY6r8RSo=">AAACCHicbZDNSsNAFIUn9a/Wv6hLN4NFqFBKUgR1IRTcuKxgbKEJYTKdtEMnkzAzkZbQrRtfxY0LFbc+gjvfxkmbhbYeGPg4917m3hMkjEplWd9GaWV1bX2jvFnZ2t7Z3TP3D+5lnApMHByzWHQDJAmjnDiKKka6iSAoChjpBKPrvN55IELSmN+pSUK8CA04DSlGSlu+Cd0IqWEQZuPpVW3s2/Wx36y7rB8rqZGf1n2zajWsmeAy2AVUQaG2b365/RinEeEKMyRlz7YS5WVIKIoZmVbcVJIE4REakJ5GjiIivWx2yRSeaKcPw1joxxWcub8nMhRJOYkC3ZnvLRdruflfrZeq8MLLKE9SRTiefxSmDKoY5rHAPhUEKzbRgLCgeleIh0ggrHR4FR2CvXjyMjjNxmXDvj2rtlpFGmVwBI5BDdjgHLTADWgDB2DwCJ7BK3gznowX4934mLeWjGLmEPyR8fkDbJ6ZEQ==</latexit><latexit sha1_base64="fzoHj4J9sAxmaU3dQy5EY6r8RSo=">AAACCHicbZDNSsNAFIUn9a/Wv6hLN4NFqFBKUgR1IRTcuKxgbKEJYTKdtEMnkzAzkZbQrRtfxY0LFbc+gjvfxkmbhbYeGPg4917m3hMkjEplWd9GaWV1bX2jvFnZ2t7Z3TP3D+5lnApMHByzWHQDJAmjnDiKKka6iSAoChjpBKPrvN55IELSmN+pSUK8CA04DSlGSlu+Cd0IqWEQZuPpVW3s2/Wx36y7rB8rqZGf1n2zajWsmeAy2AVUQaG2b365/RinEeEKMyRlz7YS5WVIKIoZmVbcVJIE4REakJ5GjiIivWx2yRSeaKcPw1joxxWcub8nMhRJOYkC3ZnvLRdruflfrZeq8MLLKE9SRTiefxSmDKoY5rHAPhUEKzbRgLCgeleIh0ggrHR4FR2CvXjyMjjNxmXDvj2rtlpFGmVwBI5BDdjgHLTADWgDB2DwCJ7BK3gznowX4934mLeWjGLmEPyR8fkDbJ6ZEQ==</latexit><latexit sha1_base64="fzoHj4J9sAxmaU3dQy5EY6r8RSo=">AAACCHicbZDNSsNAFIUn9a/Wv6hLN4NFqFBKUgR1IRTcuKxgbKEJYTKdtEMnkzAzkZbQrRtfxY0LFbc+gjvfxkmbhbYeGPg4917m3hMkjEplWd9GaWV1bX2jvFnZ2t7Z3TP3D+5lnApMHByzWHQDJAmjnDiKKka6iSAoChjpBKPrvN55IELSmN+pSUK8CA04DSlGSlu+Cd0IqWEQZuPpVW3s2/Wx36y7rB8rqZGf1n2zajWsmeAy2AVUQaG2b365/RinEeEKMyRlz7YS5WVIKIoZmVbcVJIE4REakJ5GjiIivWx2yRSeaKcPw1joxxWcub8nMhRJOYkC3ZnvLRdruflfrZeq8MLLKE9SRTiefxSmDKoY5rHAPhUEKzbRgLCgeleIh0ggrHR4FR2CvXjyMjjNxmXDvj2rtlpFGmVwBI5BDdjgHLTADWgDB2DwCJ7BK3gznowX4934mLeWjGLmEPyR8fkDbJ6ZEQ==</latexit>

From observers to physics via algorithmic information theory                                                                                          Markus P. Müller



An open problem

2. Postulates of the theory

An observer’s state can be represented by a binary string (like                                            
x                   ). One (subjective) moment after the other, this 
yields a sequence                                  and the probability 
of the next state y is

where P is conditional algorithmic probability.

x1 = 011010
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An open problem

2. Postulates of the theory

An observer’s state can be represented by a binary string (like                                            
x                   ). One (subjective) moment after the other, this 
yields a sequence                                  and the probability 
of the next state y is

where P is conditional algorithmic probability.
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Conceptually, it would be more consequential to define P 
only to depend on the present, not the past. In some sense,

the “past” is only what an observer presently remembers…

P(y|xn).



An open problem

2. Postulates of the theory

An observer’s state can be represented by a binary string (like                                            
x                   ). One (subjective) moment after the other, this 
yields a sequence                                  and the probability 
of the next state y is

where P is conditional algorithmic probability.

x1 = 011010
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x = (x1, x2, . . . , xn),
<latexit sha1_base64="fzoHj4J9sAxmaU3dQy5EY6r8RSo=">AAACCHicbZDNSsNAFIUn9a/Wv6hLN4NFqFBKUgR1IRTcuKxgbKEJYTKdtEMnkzAzkZbQrRtfxY0LFbc+gjvfxkmbhbYeGPg4917m3hMkjEplWd9GaWV1bX2jvFnZ2t7Z3TP3D+5lnApMHByzWHQDJAmjnDiKKka6iSAoChjpBKPrvN55IELSmN+pSUK8CA04DSlGSlu+Cd0IqWEQZuPpVW3s2/Wx36y7rB8rqZGf1n2zajWsmeAy2AVUQaG2b365/RinEeEKMyRlz7YS5WVIKIoZmVbcVJIE4REakJ5GjiIivWx2yRSeaKcPw1joxxWcub8nMhRJOYkC3ZnvLRdruflfrZeq8MLLKE9SRTiefxSmDKoY5rHAPhUEKzbRgLCgeleIh0ggrHR4FR2CvXjyMjjNxmXDvj2rtlpFGmVwBI5BDdjgHLTADWgDB2DwCJ7BK3gznowX4934mLeWjGLmEPyR8fkDbJ6ZEQ==</latexit><latexit sha1_base64="fzoHj4J9sAxmaU3dQy5EY6r8RSo=">AAACCHicbZDNSsNAFIUn9a/Wv6hLN4NFqFBKUgR1IRTcuKxgbKEJYTKdtEMnkzAzkZbQrRtfxY0LFbc+gjvfxkmbhbYeGPg4917m3hMkjEplWd9GaWV1bX2jvFnZ2t7Z3TP3D+5lnApMHByzWHQDJAmjnDiKKka6iSAoChjpBKPrvN55IELSmN+pSUK8CA04DSlGSlu+Cd0IqWEQZuPpVW3s2/Wx36y7rB8rqZGf1n2zajWsmeAy2AVUQaG2b365/RinEeEKMyRlz7YS5WVIKIoZmVbcVJIE4REakJ5GjiIivWx2yRSeaKcPw1joxxWcub8nMhRJOYkC3ZnvLRdruflfrZeq8MLLKE9SRTiefxSmDKoY5rHAPhUEKzbRgLCgeleIh0ggrHR4FR2CvXjyMjjNxmXDvj2rtlpFGmVwBI5BDdjgHLTADWgDB2DwCJ7BK3gznowX4934mLeWjGLmEPyR8fkDbJ6ZEQ==</latexit><latexit sha1_base64="fzoHj4J9sAxmaU3dQy5EY6r8RSo=">AAACCHicbZDNSsNAFIUn9a/Wv6hLN4NFqFBKUgR1IRTcuKxgbKEJYTKdtEMnkzAzkZbQrRtfxY0LFbc+gjvfxkmbhbYeGPg4917m3hMkjEplWd9GaWV1bX2jvFnZ2t7Z3TP3D+5lnApMHByzWHQDJAmjnDiKKka6iSAoChjpBKPrvN55IELSmN+pSUK8CA04DSlGSlu+Cd0IqWEQZuPpVW3s2/Wx36y7rB8rqZGf1n2zajWsmeAy2AVUQaG2b365/RinEeEKMyRlz7YS5WVIKIoZmVbcVJIE4REakJ5GjiIivWx2yRSeaKcPw1joxxWcub8nMhRJOYkC3ZnvLRdruflfrZeq8MLLKE9SRTiefxSmDKoY5rHAPhUEKzbRgLCgeleIh0ggrHR4FR2CvXjyMjjNxmXDvj2rtlpFGmVwBI5BDdjgHLTADWgDB2DwCJ7BK3gznowX4934mLeWjGLmEPyR8fkDbJ6ZEQ==</latexit><latexit sha1_base64="fzoHj4J9sAxmaU3dQy5EY6r8RSo=">AAACCHicbZDNSsNAFIUn9a/Wv6hLN4NFqFBKUgR1IRTcuKxgbKEJYTKdtEMnkzAzkZbQrRtfxY0LFbc+gjvfxkmbhbYeGPg4917m3hMkjEplWd9GaWV1bX2jvFnZ2t7Z3TP3D+5lnApMHByzWHQDJAmjnDiKKka6iSAoChjpBKPrvN55IELSmN+pSUK8CA04DSlGSlu+Cd0IqWEQZuPpVW3s2/Wx36y7rB8rqZGf1n2zajWsmeAy2AVUQaG2b365/RinEeEKMyRlz7YS5WVIKIoZmVbcVJIE4REakJ5GjiIivWx2yRSeaKcPw1joxxWcub8nMhRJOYkC3ZnvLRdruflfrZeq8MLLKE9SRTiefxSmDKoY5rHAPhUEKzbRgLCgeleIh0ggrHR4FR2CvXjyMjjNxmXDvj2rtlpFGmVwBI5BDdjgHLTADWgDB2DwCJ7BK3gznowX4934mLeWjGLmEPyR8fkDbJ6ZEQ==</latexit>

From observers to physics via algorithmic information theory                                                                                          Markus P. Müller

P(y|x1, . . . , xn) :=
P(x1, . . . , xn, y)

P(x1, . . . , xn)
,
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Conceptually, it would be more consequential to define P 
only to depend on the present, not the past. In some sense,

the “past” is only what an observer presently remembers…

P(y|xn).

Conceptually (much) clearer, but consequences much 
harder to work out. Don’t know how to do it (yet).



Why algorithmic probability?

Several possible arguments:

2. Postulates of the theory
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Sol. Induction (1964): after seeing bits
predict the next bit     with prob.

b1, . . . , bn,

b P(b|b1 . . . bn).
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Why algorithmic probability?

Several possible arguments:

1. Extrapolating Solomonoff induction

2. Postulates of the theory

Sol. Induction (1964): after seeing bits
predict the next bit     with prob.

b1, . . . , bn,

b P(b|b1 . . . bn).

Gives quickly the correct 
probabilities in all computable


probabilistic environments.
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• This is enough to guarantee: Solomonoff induction will do at 
least as good as our best physical theories in prediction 
(in principle, asymptotically, for many observations).
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Why algorithmic probability?

Several possible arguments:

1. Extrapolating Solomonoff induction

• Laws of physics computable: 
Given a description of an experiment as input, 
an algorithm can compute the expected outcome statistics.

• This is enough to guarantee: Solomonoff induction will do at 
least as good as our best physical theories in prediction 
(in principle, asymptotically, for many observations).

• Idea: postulate that Solomonoff induction is “the law”!  
This will then have to be consistent with physics (given our data).

2. Postulates of the theory

Sol. Induction (1964): after seeing bits
predict the next bit     with prob.

b1, . . . , bn,

b P(b|b1 . . . bn).
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Why algorithmic probability?

2. A structural motivation

Physics is nothing but what makes some future observations

more likely than others. 
Algorithmic probability is an essentially unique “canonical 
propensity structure”.

2. Postulates of the theory
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Why algorithmic probability?

2. A structural motivation

Physics is nothing but what makes some future observations

more likely than others. 
Algorithmic probability is an essentially unique “canonical 
propensity structure”.

2. Postulates of the theory

3. A “many worlds”-like motivation
P can be interpreted as describing what an observer sees who 
doesn’t know in which (computable) world she is located (or 
who is “objectively delocalized”).

Independent equivalent definition of P as a “mixture of all 
computable probabilistic measures”.

From observers to physics via algorithmic information theory                                                                                          Markus P. Müller



Outline

1. Motivation

2. Postulates of the theory

3. How does an external world emerge?

4. What about more than one observer?

2. Postulates of the theory

35 10. Emergence of objective reality

?
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FIG. 7. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.8 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 6). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(•;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities as Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

In fact, demanding that all observers see the same is not
necessary, and will turn out to be wrong. The weaker, but
crucial empirical fact that has to be reproduced by our theory
is that di↵erent observers that can communicate with one
another will agree on seeing the same physics around the
time of communication. Or, as Smerlak and Rovelli put it
in [102], “In fact, the very reason we can do science is because
of the consistency we find in nature: if I see an elephant and
I ask you what you see, I expect you to tell me that you too
see an elephant. If not, something is wrong.”

We will now show that the mathematics of Solomono↵ in-
duction guarantees this to be the case within our theory.
Suppose that Abby the guinea pig experiences a probabilis-
tic universe described by a simple computable measure µ,
as predicted by Theorem 8.8. As explained in Section 9,
this means that there is a simple computational process (as
illustrated in Figure 6) which generates her sequence of ob-
servations according to the measure µ. She can interpret this
computation as an evolving “external world”, encompassing
and processing additional information that is not directly
part of her observations.

Suppose that Abby encounters another guinea pig, called
Bambi, within her external world. From Abby’s point of
view48, Bambi appears to be another observer, just like her:

time, is simply defined by its sequence of observations. What we are
addressing in this section is basically the question in what sense it is
meaningful to say that two observers P-exist relative to each other.

48 This is a description from Abby’s point of view, because the graph
machine computation g(t) is assumed to be the one that generates
Abby’s subjectively experienced sequence of successor states.

Abby can track Bambi’s body, and (from her behavior) infer
parts of the information content of her brain. Abby may thus
conclude that Bambi’s brain carries a sequence of successor
states (of some observer graph B), and she may hypothesize
(as we usually do) that Bambi is in fact subjectively “expe-
riencing” this sequence of observations from her first-person
perspective.

To put these considerations into a more concrete form,
consider the question whether the sun rises tomorrow. Sup-
pose that Abby has gathered enough information about her
external world, and about the physical measure µ, to expect
with probability close to one that she is going to experience
a rising sun tomorrow. She would thus also have close to
100% chance of seeing Bambi experience a rising sun tomor-
row. But what is Bambi’s actual chance of seeing the sun
rise tomorrow, from her first-person perspective?

We can avoid confusion, and answer this question in the af-
firmative, by proper formalization49. As in Figure 6, we have
some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 7. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external

49 In particular, we should avoid using the word “Bambi” both for an
observer graph (describing Bambi’s subjective experience) and the
thing that Abby sees in her external world which she calls “Bambi”.
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FIG. 7. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.8 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 6). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(•;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities as Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

In fact, demanding that all observers see the same is not
necessary, and will turn out to be wrong. The weaker, but
crucial empirical fact that has to be reproduced by our theory
is that di↵erent observers that can communicate with one
another will agree on seeing the same physics around the
time of communication. Or, as Smerlak and Rovelli put it
in [102], “In fact, the very reason we can do science is because
of the consistency we find in nature: if I see an elephant and
I ask you what you see, I expect you to tell me that you too
see an elephant. If not, something is wrong.”

We will now show that the mathematics of Solomono↵ in-
duction guarantees this to be the case within our theory.
Suppose that Abby the guinea pig experiences a probabilis-
tic universe described by a simple computable measure µ,
as predicted by Theorem 8.8. As explained in Section 9,
this means that there is a simple computational process (as
illustrated in Figure 6) which generates her sequence of ob-
servations according to the measure µ. She can interpret this
computation as an evolving “external world”, encompassing
and processing additional information that is not directly
part of her observations.

Suppose that Abby encounters another guinea pig, called
Bambi, within her external world. From Abby’s point of
view48, Bambi appears to be another observer, just like her:

time, is simply defined by its sequence of observations. What we are
addressing in this section is basically the question in what sense it is
meaningful to say that two observers P-exist relative to each other.

48 This is a description from Abby’s point of view, because the graph
machine computation g(t) is assumed to be the one that generates
Abby’s subjectively experienced sequence of successor states.

Abby can track Bambi’s body, and (from her behavior) infer
parts of the information content of her brain. Abby may thus
conclude that Bambi’s brain carries a sequence of successor
states (of some observer graph B), and she may hypothesize
(as we usually do) that Bambi is in fact subjectively “expe-
riencing” this sequence of observations from her first-person
perspective.

To put these considerations into a more concrete form,
consider the question whether the sun rises tomorrow. Sup-
pose that Abby has gathered enough information about her
external world, and about the physical measure µ, to expect
with probability close to one that she is going to experience
a rising sun tomorrow. She would thus also have close to
100% chance of seeing Bambi experience a rising sun tomor-
row. But what is Bambi’s actual chance of seeing the sun
rise tomorrow, from her first-person perspective?

We can avoid confusion, and answer this question in the af-
firmative, by proper formalization49. As in Figure 6, we have
some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 7. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external

49 In particular, we should avoid using the word “Bambi” both for an
observer graph (describing Bambi’s subjective experience) and the
thing that Abby sees in her external world which she calls “Bambi”.
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-

Fix any computable test f.
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-

37 10. Emergence of objective reality

?

0
0
0
1
1
1
0
1

0
1
0
0
1
1
0
1

0
0
0
1
1

0
1
0
0
1
1
0
1

0
0
0
1
1
1
0
1

1
0
0
1
1
0
1

0
0
0
1
1
1
0
1

0
1
0
0
1
1
0
1

0
1
1
0
0
1
1
1

1
1
1
0
0
1
1
0

0
1
1
0
0
1
1
1

1
1
1
0
0
1
1
0

0
1
1
0
0
1

1
1
1
0
0
1
1
0

0
1
1
0
0
1
1
1

1
1
0

0
1
1
0
0
1
1
1

1
1
1
0
0
1
1
0

0
1
1
0
0
1
1
1

1
1
1
0
0
1
1
0

0
1
1
0

1
1
1
0
0
1
1
0

0
1
1
1
0
1
0
1

0
0
1
0
1
0
0
0

0
1
1
0
0
1
1
1

1
1
1
0
0
1
1
0

0
1
1
0
0
1
1
1

1
0
0
1
1
0

FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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3. How does physics emerge?

From observers to physics via algorithmic information theory                                                                                          Markus P. Müller



Prediction 1: Principle of persistent regularities
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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3. How does physics emerge?

From observers to physics via algorithmic information theory                                                                                          Markus P. Müller



Prediction 1: Principle of persistent regularities
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
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!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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                 answer will be "yes" in the future.
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Intuitive reason: This makes sequence of strings more compressible.
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26 8. Simple probabilistic laws of physics

as some property for which a computer program can check
in finite time whether or not it is present:

Definition 8.2 (Computable tests). A computable function
f that maps finite A-histories x to single bits f(x) 2 {0, 1} is
called a computable A-test (we drop the “A” if the observer
graph is clear from the context). A computable A-test is
called open if it can yield both 0 or 1 (interpreted as “yes”
and “no”) for future observations — that is, if for every non-
empty A-history x = (x1, . . . , xn) there exist xn+1, x0

n+1 2
A(xn) such that f(x, xn+1) = 0 and f(x, x0

n+1) = 1.

Open computable A-tests only exist for observer graphs
A = (V,E,⇤) for which every vertex x 2 V that can be
reached from ⇤ has at least two outgoing edges. This will be
true in most cases of interest, since most relevant observer
graphs will have infinitely many outgoing edges for every
vertex (see in particular Postulates 15.1).

Imagine an observer that has experienced A-history x =
(x1, . . . , xn), and suppose that there is a computable A-test f
such that f(x1, x2) = f(x1, x2, x3) = . . . = f(x1, . . . , xn) =
1. This describes a regularity: all previous observations had
the property that the test f yielded the outcome “yes”. In
this case, the observer may believe that this regularity will
also hold in the future. The following theorem shows that
this will typically be correct due to the properties of algo-
rithmic probability. We will first give the formal result and
subsequently discuss its interpretation. We use the notation
xk

1 := (x1, x2, . . . , xk) if x = (x1, . . . , xn) and k  n.

Theorem 8.3 (Persistence of regularities). Let A be a dead-
end free observer graph, and f an open computable A-test.
For bits a1, . . . , an, b 2 {0, 1}, define the measure p as

p(b|a1a2 . . . an) := P{f(xn+2
1 ) = b | f(x2

1) = a1, . . . ,

f(xn+1
1 ) = an},

and similarly define the semimeasure m with P replaced by
M. Then we have38 m(0|1n)  2�K(n)+O(1), and for the
measure p we have the slightly less explicit statement

p(1|1n) n!1�! 1, (10)

but the convergence is rapid since
P1

n=0 p(0|1n) < 1. Thus,
e.g., p(1|1n) > 1 � 1

n
for all but finitely many n. Moreover,

the probability that f(xn+1
1 ) = 1 for all n 2 N is non-zero.

This theorem is proven on page 75 in the appendix. As
a simple example, suppose that an observer A, after making
observations x = (x1, . . . , xn), discovers some regularity in
those observations. For example, this regularity might say
that every xi starts with the bit 1, not with a 0 (possibly
except for the first observation, which corresponds to x1 =
⇤). In the notation of Theorem 8.3, this would mean that
f(x2

1) = . . . = f(xn

1 ) = 1, where

f(x1, . . . , xk) :=

⇢
1 if xk starts with a ‘1’
0 otherwise.

(11)

38 Note that x1 = ⇤ by definition, hence f(x1
1) = f(x1) does not tell us

anything interesting about the history, and we can drop it.

Theorem 8.3 says that the probability p(1|1n) of seeing
that xn+2 starts with a ‘1’, given that all previous observa-
tions x2, . . . , xn+1 have started with a ‘1 ’, approaches unity
asymptotically. In other words, the postulates of our the-
ory say that it is rational for A to bet on the persistence of
the regularity “observations starting with a ‘1’ ” if she has
observed this regularity for long enough in the past.

Note that the assumption of openness of the computable
test f is not only necessary for technical reasons, but also
excludes some pathological situations. Imagine, for exam-
ple, that the observer graph A is constructed in such a way
that all finite A-histories x = (x1, . . . , xk) of length, say,
k  10100 have the property that f(x) = 1, but all longer
histories y have the property that f(y) = 0. An observer
graph of this form might seem unnatural, but we can defi-
nitely construct one in a computable way. (We will discuss,
and in fact resolve, the question of the choice of observer
graph in Section 15). In this case, the observer would be
misled in extrapolating the regularity into the future. But
this situation is excluded in the premises of the theorem,
since such an f would not be an open A-test.

The regularities encoded in f do not need to depend on
single observations only, but they can also refer to relations
between previous observations, since f is a function of a full
history (x1, . . . , xk). They can describe regularities that are
far more elaborate than “starting with a 1”. For example,
we can imagine a computable test of whether a given history
(x1, . . . , xk) is the “typical” result of some given computable
measure µ. As long as there are always “very surprising”
next possible observations that are considered not µ-typical
(for example, that have µ-probability zero), the premise of
openness will be satisfied. We will consider this example in
the context of Boltzmann brains in Section 12.

All in all, we can interpret Theorem 8.3 in terms of the
following phenomenological principle:

Observation 8.4 (Principle of persistent regularities).
Computable regularities that were holding in the past tend
to persist in the future.

This principle is arguably an important principle of science
(though “computability” is rarely explicitly involved); when-
ever we extrapolate past measurement results to the future,
we are assuming it in one way or the other. It is interest-
ing that it becomes a provable consequence of our theory’s
fundamental postulates, suggesting a possible answer to the
question of “why” this principle holds true in the first place.

However, if we compare the situation with physics as we
know it, we find that there is more to understand. Namely,
regularities in physics are often on the level of the statistics
rather than in the actual results. In particular in the con-
text of quantum theory, when we talk about “simple laws
of physics”, we have simplicity in a peculiar form: often the
probabilistic laws themselves seem to be simple, but the in-
dividual measurement outcomes turn out to be complex.

As an example, consider a single quantum spin- 12 -particle
(a qubit) and the following experimental setup: the spin is
first measured in Z-direction, then in X-direction, then in Z-
direction again and so on — that is, Z- and X�direction are
alternately measured on the single qubit; in total, there are
n measurements. Assume for the sake of the argument that
the particle starts in a quantum state where the spin points
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This is already indicates how Boltzmann brains are exorcized:
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f := computable test whether observations are typical for a planet- 
      like environment.
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
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!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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Suppose the answer has been "yes" all along:

yes yes yes yes

3. How does physics emerge?

This is already indicates how Boltzmann brains are exorcized:

From observers to physics via algorithmic information theory                                                                                          Markus P. Müller



Prediction 1: Principle of persistent regularities

f := computable test whether observations are typical for a planet- 
      like environment.
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
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!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the
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for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-

1011011 111110111 101 1100100110 ?

Suppose the answer has been "yes" all along:

yes yes yes yes probably 
yes

Boltzmann brain experience ("what the... I'm 
suddenly in space... argh!!") is highly unlikely.

3. How does physics emerge?

This is already indicates how Boltzmann brains are exorcized:
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(cf. Goodman’s green/blue versus bleen/grue).
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(cf. Goodman’s green/blue versus bleen/grue).
Theorem applies to both     and      Contradiction?! No. f
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f̃ .
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<latexit sha1_base64="Vf0EljMUNiKXc/oKwiiNSdV+yUo=">AAAClniclVFNb9QwEHVSPkr46LblgriMWIE4oCipQJRKhZUKghMsUpdWWq9WjjPZterYwXYKUZS/xI/hxr/Bu80BWi6MZOnpvZk345msksK6JPkVhBvXrt+4uXkrun3n7r2twfbOF6trw3HCtdTmNGMWpVA4ccJJPK0MsjKTeJKdHa30k3M0Vmh17JoKZyVbKFEIzpyn5oMf1AmZIxQHh1Ri4WgbAQDNcCFUy4xhTddy2UUFPAFaZvp7KwrQmUVzjjlwJlHlzIBd6m8WGvSw8z5fYS95kVAatdSU8PHTcUef/YfD61V1HFGv9DNE1IjF0sXzwTCJk3XAVZD2YEj6GM8HP2mueV2iclwya6dpUrmZd3WCS/S+tcWK8TO2wKmHipVoZ+16rx089kwOhTb+KQdr9s+KlpXWNmXmM0vmlvaytiL/pU1rV+zPWqGq2qHiF42KWoLTsDoS5MIgd7LxgHEj/KzAl8ww7vwpI7+E9PKXr4LJXvwqTj8/H45G/TY2yUPyiDwlKXlJRuQDGZMJ4cH94CA4Ct6GD8I34bvw/UVqGPQ1u+SvCMe/AX2zx3Y=</latexit><latexit sha1_base64="Vf0EljMUNiKXc/oKwiiNSdV+yUo=">AAAClniclVFNb9QwEHVSPkr46LblgriMWIE4oCipQJRKhZUKghMsUpdWWq9WjjPZterYwXYKUZS/xI/hxr/Bu80BWi6MZOnpvZk345msksK6JPkVhBvXrt+4uXkrun3n7r2twfbOF6trw3HCtdTmNGMWpVA4ccJJPK0MsjKTeJKdHa30k3M0Vmh17JoKZyVbKFEIzpyn5oMf1AmZIxQHh1Ri4WgbAQDNcCFUy4xhTddy2UUFPAFaZvp7KwrQmUVzjjlwJlHlzIBd6m8WGvSw8z5fYS95kVAatdSU8PHTcUef/YfD61V1HFGv9DNE1IjF0sXzwTCJk3XAVZD2YEj6GM8HP2mueV2iclwya6dpUrmZd3WCS/S+tcWK8TO2wKmHipVoZ+16rx089kwOhTb+KQdr9s+KlpXWNmXmM0vmlvaytiL/pU1rV+zPWqGq2qHiF42KWoLTsDoS5MIgd7LxgHEj/KzAl8ww7vwpI7+E9PKXr4LJXvwqTj8/H45G/TY2yUPyiDwlKXlJRuQDGZMJ4cH94CA4Ct6GD8I34bvw/UVqGPQ1u+SvCMe/AX2zx3Y=</latexit><latexit sha1_base64="Vf0EljMUNiKXc/oKwiiNSdV+yUo=">AAAClniclVFNb9QwEHVSPkr46LblgriMWIE4oCipQJRKhZUKghMsUpdWWq9WjjPZterYwXYKUZS/xI/hxr/Bu80BWi6MZOnpvZk345msksK6JPkVhBvXrt+4uXkrun3n7r2twfbOF6trw3HCtdTmNGMWpVA4ccJJPK0MsjKTeJKdHa30k3M0Vmh17JoKZyVbKFEIzpyn5oMf1AmZIxQHh1Ri4WgbAQDNcCFUy4xhTddy2UUFPAFaZvp7KwrQmUVzjjlwJlHlzIBd6m8WGvSw8z5fYS95kVAatdSU8PHTcUef/YfD61V1HFGv9DNE1IjF0sXzwTCJk3XAVZD2YEj6GM8HP2mueV2iclwya6dpUrmZd3WCS/S+tcWK8TO2wKmHipVoZ+16rx089kwOhTb+KQdr9s+KlpXWNmXmM0vmlvaytiL/pU1rV+zPWqGq2qHiF42KWoLTsDoS5MIgd7LxgHEj/KzAl8ww7vwpI7+E9PKXr4LJXvwqTj8/H45G/TY2yUPyiDwlKXlJRuQDGZMJ4cH94CA4Ct6GD8I34bvw/UVqGPQ1u+SvCMe/AX2zx3Y=</latexit><latexit sha1_base64="Vf0EljMUNiKXc/oKwiiNSdV+yUo=">AAAClniclVFNb9QwEHVSPkr46LblgriMWIE4oCipQJRKhZUKghMsUpdWWq9WjjPZterYwXYKUZS/xI/hxr/Bu80BWi6MZOnpvZk345msksK6JPkVhBvXrt+4uXkrun3n7r2twfbOF6trw3HCtdTmNGMWpVA4ccJJPK0MsjKTeJKdHa30k3M0Vmh17JoKZyVbKFEIzpyn5oMf1AmZIxQHh1Ri4WgbAQDNcCFUy4xhTddy2UUFPAFaZvp7KwrQmUVzjjlwJlHlzIBd6m8WGvSw8z5fYS95kVAatdSU8PHTcUef/YfD61V1HFGv9DNE1IjF0sXzwTCJk3XAVZD2YEj6GM8HP2mueV2iclwya6dpUrmZd3WCS/S+tcWK8TO2wKmHipVoZ+16rx089kwOhTb+KQdr9s+KlpXWNmXmM0vmlvaytiL/pU1rV+zPWqGq2qHiF42KWoLTsDoS5MIgd7LxgHEj/KzAl8ww7vwpI7+E9PKXr4LJXvwqTj8/H45G/TY2yUPyiDwlKXlJRuQDGZMJ4cH94CA4Ct6GD8I34bvw/UVqGPQ1u+SvCMe/AX2zx3Y=</latexit>

(cf. Goodman’s green/blue versus bleen/grue).
Theorem applies to both     and      Contradiction?! No. f

<latexit sha1_base64="uvgPwRVoT5hu781LUI9h3BbpTcA=">AAAB53icbVBNS8NAEJ34WetX1aOXxSJ4KokI6kUKXjy2YGyhDWWznbRrN5uwuxFK6C/w4kHFq3/Jm//GbZuDtj4YeLw3w8y8MBVcG9f9dlZW19Y3Nktb5e2d3b39ysHhg04yxdBniUhUO6QaBZfoG24EtlOFNA4FtsLR7dRvPaHSPJH3ZpxiENOB5BFn1FipGfUqVbfmzkCWiVeQKhRo9Cpf3X7CshilYYJq3fHc1AQ5VYYzgZNyN9OYUjaiA+xYKmmMOshnh07IqVX6JEqULWnITP09kdNY63Ec2s6YmqFe9Kbif14nM9FVkHOZZgYlmy+KMkFMQqZfkz5XyIwYW0KZ4vZWwoZUUWZsNmUbgrf48jLxz2vXNa95Ua3fFGmU4BhO4Aw8uIQ63EEDfGCA8Ayv8OY8Oi/Ou/Mxb11xipkj+APn8wc4NYy6</latexit><latexit sha1_base64="uvgPwRVoT5hu781LUI9h3BbpTcA=">AAAB53icbVBNS8NAEJ34WetX1aOXxSJ4KokI6kUKXjy2YGyhDWWznbRrN5uwuxFK6C/w4kHFq3/Jm//GbZuDtj4YeLw3w8y8MBVcG9f9dlZW19Y3Nktb5e2d3b39ysHhg04yxdBniUhUO6QaBZfoG24EtlOFNA4FtsLR7dRvPaHSPJH3ZpxiENOB5BFn1FipGfUqVbfmzkCWiVeQKhRo9Cpf3X7CshilYYJq3fHc1AQ5VYYzgZNyN9OYUjaiA+xYKmmMOshnh07IqVX6JEqULWnITP09kdNY63Ec2s6YmqFe9Kbif14nM9FVkHOZZgYlmy+KMkFMQqZfkz5XyIwYW0KZ4vZWwoZUUWZsNmUbgrf48jLxz2vXNa95Ua3fFGmU4BhO4Aw8uIQ63EEDfGCA8Ayv8OY8Oi/Ou/Mxb11xipkj+APn8wc4NYy6</latexit><latexit sha1_base64="uvgPwRVoT5hu781LUI9h3BbpTcA=">AAAB53icbVBNS8NAEJ34WetX1aOXxSJ4KokI6kUKXjy2YGyhDWWznbRrN5uwuxFK6C/w4kHFq3/Jm//GbZuDtj4YeLw3w8y8MBVcG9f9dlZW19Y3Nktb5e2d3b39ysHhg04yxdBniUhUO6QaBZfoG24EtlOFNA4FtsLR7dRvPaHSPJH3ZpxiENOB5BFn1FipGfUqVbfmzkCWiVeQKhRo9Cpf3X7CshilYYJq3fHc1AQ5VYYzgZNyN9OYUjaiA+xYKmmMOshnh07IqVX6JEqULWnITP09kdNY63Ec2s6YmqFe9Kbif14nM9FVkHOZZgYlmy+KMkFMQqZfkz5XyIwYW0KZ4vZWwoZUUWZsNmUbgrf48jLxz2vXNa95Ua3fFGmU4BhO4Aw8uIQ63EEDfGCA8Ayv8OY8Oi/Ou/Mxb11xipkj+APn8wc4NYy6</latexit><latexit sha1_base64="uvgPwRVoT5hu781LUI9h3BbpTcA=">AAAB53icbVBNS8NAEJ34WetX1aOXxSJ4KokI6kUKXjy2YGyhDWWznbRrN5uwuxFK6C/w4kHFq3/Jm//GbZuDtj4YeLw3w8y8MBVcG9f9dlZW19Y3Nktb5e2d3b39ysHhg04yxdBniUhUO6QaBZfoG24EtlOFNA4FtsLR7dRvPaHSPJH3ZpxiENOB5BFn1FipGfUqVbfmzkCWiVeQKhRo9Cpf3X7CshilYYJq3fHc1AQ5VYYzgZNyN9OYUjaiA+xYKmmMOshnh07IqVX6JEqULWnITP09kdNY63Ec2s6YmqFe9Kbif14nM9FVkHOZZgYlmy+KMkFMQqZfkz5XyIwYW0KZ4vZWwoZUUWZsNmUbgrf48jLxz2vXNa95Ua3fFGmU4BhO4Aw8uIQ63EEDfGCA8Ayv8OY8Oi/Ou/Mxb11xipkj+APn8wc4NYy6</latexit>

f̃ .
<latexit sha1_base64="wCK7hehffy9oZgUJYXzTGikQoa0=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0hEUC9S8OKxgrGVNpTNZtMu3d2E3Y1QQn+FFw8qXv073vw3btsctPXBwOO9GWbmRRln2njet1NZWV1b36hu1ra2d3b36vsHDzrNFaEBSXmqOhHWlDNJA8MMp51MUSwiTtvR6Gbqt5+o0iyV92ac0VDggWQJI9hY6bFnGI8pStx+veG53gxomfglaUCJVr/+1YtTkgsqDeFY667vZSYssDKMcDqp9XJNM0xGeEC7lkosqA6L2cETdGKVGCWpsiUNmqm/JwostB6LyHYKbIZ60ZuK/3nd3CSXYcFklhsqyXxRknNkUjT9HsVMUWL42BJMFLO3IjLEChNjM6rZEPzFl5dJcOZeuf7deaN5XaZRhSM4hlPw4QKacAstCICAgGd4hTdHOS/Ou/Mxb6045cwh/IHz+QOQB4/G</latexit><latexit sha1_base64="wCK7hehffy9oZgUJYXzTGikQoa0=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0hEUC9S8OKxgrGVNpTNZtMu3d2E3Y1QQn+FFw8qXv073vw3btsctPXBwOO9GWbmRRln2njet1NZWV1b36hu1ra2d3b36vsHDzrNFaEBSXmqOhHWlDNJA8MMp51MUSwiTtvR6Gbqt5+o0iyV92ac0VDggWQJI9hY6bFnGI8pStx+veG53gxomfglaUCJVr/+1YtTkgsqDeFY667vZSYssDKMcDqp9XJNM0xGeEC7lkosqA6L2cETdGKVGCWpsiUNmqm/JwostB6LyHYKbIZ60ZuK/3nd3CSXYcFklhsqyXxRknNkUjT9HsVMUWL42BJMFLO3IjLEChNjM6rZEPzFl5dJcOZeuf7deaN5XaZRhSM4hlPw4QKacAstCICAgGd4hTdHOS/Ou/Mxb6045cwh/IHz+QOQB4/G</latexit><latexit sha1_base64="wCK7hehffy9oZgUJYXzTGikQoa0=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0hEUC9S8OKxgrGVNpTNZtMu3d2E3Y1QQn+FFw8qXv073vw3btsctPXBwOO9GWbmRRln2njet1NZWV1b36hu1ra2d3b36vsHDzrNFaEBSXmqOhHWlDNJA8MMp51MUSwiTtvR6Gbqt5+o0iyV92ac0VDggWQJI9hY6bFnGI8pStx+veG53gxomfglaUCJVr/+1YtTkgsqDeFY667vZSYssDKMcDqp9XJNM0xGeEC7lkosqA6L2cETdGKVGCWpsiUNmqm/JwostB6LyHYKbIZ60ZuK/3nd3CSXYcFklhsqyXxRknNkUjT9HsVMUWL42BJMFLO3IjLEChNjM6rZEPzFl5dJcOZeuf7deaN5XaZRhSM4hlPw4QKacAstCICAgGd4hTdHOS/Ou/Mxb6045cwh/IHz+QOQB4/G</latexit><latexit sha1_base64="wCK7hehffy9oZgUJYXzTGikQoa0=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0hEUC9S8OKxgrGVNpTNZtMu3d2E3Y1QQn+FFw8qXv073vw3btsctPXBwOO9GWbmRRln2njet1NZWV1b36hu1ra2d3b36vsHDzrNFaEBSXmqOhHWlDNJA8MMp51MUSwiTtvR6Gbqt5+o0iyV92ac0VDggWQJI9hY6bFnGI8pStx+veG53gxomfglaUCJVr/+1YtTkgsqDeFY667vZSYssDKMcDqp9XJNM0xGeEC7lkosqA6L2cETdGKVGCWpsiUNmqm/JwostB6LyHYKbIZ60ZuK/3nd3CSXYcFklhsqyXxRknNkUjT9HsVMUWL42BJMFLO3IjLEChNjM6rZEPzFl5dJcOZeuf7deaN5XaZRhSM4hlPw4QKacAstCICAgGd4hTdHOS/Ou/Mxb6045cwh/IHz+QOQB4/G</latexit>

Resolution: Since                          the   -regularity stabilizes earlier 
                     than the     -regularity.

K(f) < K(f̃),
<latexit sha1_base64="9s+fV/COYT8Y32iBqWgQ72rq/jU=">AAAB+XicbVBNS8NAEJ34WetXqkcvi0VoQUoiggoiBS9CLxWMLbShbDabdunmg92NUmJ/ihcPKl79J978N27bHLT1wcDjvRlm5nkJZ1JZ1rextLyyurZe2Chubm3v7JqlvXsZp4JQh8Q8Fm0PS8pZRB3FFKftRFAcepy2vOH1xG89UCFZHN2pUULdEPcjFjCClZZ6ZqlRCaqXjUpXMe5TFFSPe2bZqllToEVi56QMOZo986vrxyQNaaQIx1J2bCtRboaFYoTTcbGbSppgMsR92tE0wiGVbjY9fYyOtOKjIBa6IoWm6u+JDIdSjkJPd4ZYDeS8NxH/8zqpCs7djEVJqmhEZouClCMVo0kOyGeCEsVHmmAimL4VkQEWmCidVlGHYM+/vEick9pFzb49Ldev8jQKcACHUAEbzqAON9AEBwg8wjO8wpvxZLwY78bHrHXJyGf24Q+Mzx8S5ZIf</latexit><latexit sha1_base64="9s+fV/COYT8Y32iBqWgQ72rq/jU=">AAAB+XicbVBNS8NAEJ34WetXqkcvi0VoQUoiggoiBS9CLxWMLbShbDabdunmg92NUmJ/ihcPKl79J978N27bHLT1wcDjvRlm5nkJZ1JZ1rextLyyurZe2Chubm3v7JqlvXsZp4JQh8Q8Fm0PS8pZRB3FFKftRFAcepy2vOH1xG89UCFZHN2pUULdEPcjFjCClZZ6ZqlRCaqXjUpXMe5TFFSPe2bZqllToEVi56QMOZo986vrxyQNaaQIx1J2bCtRboaFYoTTcbGbSppgMsR92tE0wiGVbjY9fYyOtOKjIBa6IoWm6u+JDIdSjkJPd4ZYDeS8NxH/8zqpCs7djEVJqmhEZouClCMVo0kOyGeCEsVHmmAimL4VkQEWmCidVlGHYM+/vEick9pFzb49Ldev8jQKcACHUAEbzqAON9AEBwg8wjO8wpvxZLwY78bHrHXJyGf24Q+Mzx8S5ZIf</latexit><latexit sha1_base64="9s+fV/COYT8Y32iBqWgQ72rq/jU=">AAAB+XicbVBNS8NAEJ34WetXqkcvi0VoQUoiggoiBS9CLxWMLbShbDabdunmg92NUmJ/ihcPKl79J978N27bHLT1wcDjvRlm5nkJZ1JZ1rextLyyurZe2Chubm3v7JqlvXsZp4JQh8Q8Fm0PS8pZRB3FFKftRFAcepy2vOH1xG89UCFZHN2pUULdEPcjFjCClZZ6ZqlRCaqXjUpXMe5TFFSPe2bZqllToEVi56QMOZo986vrxyQNaaQIx1J2bCtRboaFYoTTcbGbSppgMsR92tE0wiGVbjY9fYyOtOKjIBa6IoWm6u+JDIdSjkJPd4ZYDeS8NxH/8zqpCs7djEVJqmhEZouClCMVo0kOyGeCEsVHmmAimL4VkQEWmCidVlGHYM+/vEick9pFzb49Ldev8jQKcACHUAEbzqAON9AEBwg8wjO8wpvxZLwY78bHrHXJyGf24Q+Mzx8S5ZIf</latexit><latexit sha1_base64="9s+fV/COYT8Y32iBqWgQ72rq/jU=">AAAB+XicbVBNS8NAEJ34WetXqkcvi0VoQUoiggoiBS9CLxWMLbShbDabdunmg92NUmJ/ihcPKl79J978N27bHLT1wcDjvRlm5nkJZ1JZ1rextLyyurZe2Chubm3v7JqlvXsZp4JQh8Q8Fm0PS8pZRB3FFKftRFAcepy2vOH1xG89UCFZHN2pUULdEPcjFjCClZZ6ZqlRCaqXjUpXMe5TFFSPe2bZqllToEVi56QMOZo986vrxyQNaaQIx1J2bCtRboaFYoTTcbGbSppgMsR92tE0wiGVbjY9fYyOtOKjIBa6IoWm6u+JDIdSjkJPd4ZYDeS8NxH/8zqpCs7djEVJqmhEZouClCMVo0kOyGeCEsVHmmAimL4VkQEWmCidVlGHYM+/vEick9pFzb49Ldev8jQKcACHUAEbzqAON9AEBwg8wjO8wpvxZLwY78bHrHXJyGf24Q+Mzx8S5ZIf</latexit>

f
<latexit sha1_base64="uvgPwRVoT5hu781LUI9h3BbpTcA=">AAAB53icbVBNS8NAEJ34WetX1aOXxSJ4KokI6kUKXjy2YGyhDWWznbRrN5uwuxFK6C/w4kHFq3/Jm//GbZuDtj4YeLw3w8y8MBVcG9f9dlZW19Y3Nktb5e2d3b39ysHhg04yxdBniUhUO6QaBZfoG24EtlOFNA4FtsLR7dRvPaHSPJH3ZpxiENOB5BFn1FipGfUqVbfmzkCWiVeQKhRo9Cpf3X7CshilYYJq3fHc1AQ5VYYzgZNyN9OYUjaiA+xYKmmMOshnh07IqVX6JEqULWnITP09kdNY63Ec2s6YmqFe9Kbif14nM9FVkHOZZgYlmy+KMkFMQqZfkz5XyIwYW0KZ4vZWwoZUUWZsNmUbgrf48jLxz2vXNa95Ua3fFGmU4BhO4Aw8uIQ63EEDfGCA8Ayv8OY8Oi/Ou/Mxb11xipkj+APn8wc4NYy6</latexit><latexit sha1_base64="uvgPwRVoT5hu781LUI9h3BbpTcA=">AAAB53icbVBNS8NAEJ34WetX1aOXxSJ4KokI6kUKXjy2YGyhDWWznbRrN5uwuxFK6C/w4kHFq3/Jm//GbZuDtj4YeLw3w8y8MBVcG9f9dlZW19Y3Nktb5e2d3b39ysHhg04yxdBniUhUO6QaBZfoG24EtlOFNA4FtsLR7dRvPaHSPJH3ZpxiENOB5BFn1FipGfUqVbfmzkCWiVeQKhRo9Cpf3X7CshilYYJq3fHc1AQ5VYYzgZNyN9OYUjaiA+xYKmmMOshnh07IqVX6JEqULWnITP09kdNY63Ec2s6YmqFe9Kbif14nM9FVkHOZZgYlmy+KMkFMQqZfkz5XyIwYW0KZ4vZWwoZUUWZsNmUbgrf48jLxz2vXNa95Ua3fFGmU4BhO4Aw8uIQ63EEDfGCA8Ayv8OY8Oi/Ou/Mxb11xipkj+APn8wc4NYy6</latexit><latexit sha1_base64="uvgPwRVoT5hu781LUI9h3BbpTcA=">AAAB53icbVBNS8NAEJ34WetX1aOXxSJ4KokI6kUKXjy2YGyhDWWznbRrN5uwuxFK6C/w4kHFq3/Jm//GbZuDtj4YeLw3w8y8MBVcG9f9dlZW19Y3Nktb5e2d3b39ysHhg04yxdBniUhUO6QaBZfoG24EtlOFNA4FtsLR7dRvPaHSPJH3ZpxiENOB5BFn1FipGfUqVbfmzkCWiVeQKhRo9Cpf3X7CshilYYJq3fHc1AQ5VYYzgZNyN9OYUjaiA+xYKmmMOshnh07IqVX6JEqULWnITP09kdNY63Ec2s6YmqFe9Kbif14nM9FVkHOZZgYlmy+KMkFMQqZfkz5XyIwYW0KZ4vZWwoZUUWZsNmUbgrf48jLxz2vXNa95Ua3fFGmU4BhO4Aw8uIQ63EEDfGCA8Ayv8OY8Oi/Ou/Mxb11xipkj+APn8wc4NYy6</latexit><latexit sha1_base64="uvgPwRVoT5hu781LUI9h3BbpTcA=">AAAB53icbVBNS8NAEJ34WetX1aOXxSJ4KokI6kUKXjy2YGyhDWWznbRrN5uwuxFK6C/w4kHFq3/Jm//GbZuDtj4YeLw3w8y8MBVcG9f9dlZW19Y3Nktb5e2d3b39ysHhg04yxdBniUhUO6QaBZfoG24EtlOFNA4FtsLR7dRvPaHSPJH3ZpxiENOB5BFn1FipGfUqVbfmzkCWiVeQKhRo9Cpf3X7CshilYYJq3fHc1AQ5VYYzgZNyN9OYUjaiA+xYKmmMOshnh07IqVX6JEqULWnITP09kdNY63Ec2s6YmqFe9Kbif14nM9FVkHOZZgYlmy+KMkFMQqZfkz5XyIwYW0KZ4vZWwoZUUWZsNmUbgrf48jLxz2vXNa95Ua3fFGmU4BhO4Aw8uIQ63EEDfGCA8Ayv8OY8Oi/Ou/Mxb11xipkj+APn8wc4NYy6</latexit>

f̃
<latexit sha1_base64="vgrKSM4QlhU1owIX8UkNNqlcdck=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUC9S8OKxgrGFNpTNdtIu3Wzi7kYooX/CiwcVr/4eb/4bt20O2vpg4PHeDDPzwlRwbVz32ymtrK6tb5Q3K1vbO7t71f2DB51kiqHPEpGodkg1Ci7RN9wIbKcKaRwKbIWjm6nfekKleSLvzTjFIKYDySPOqLFSu2u46COJetWaW3dnIMvEK0gNCjR71a9uP2FZjNIwQbXueG5qgpwqw5nASaWbaUwpG9EBdiyVNEYd5LN7J+TEKn0SJcqWNGSm/p7Iaaz1OA5tZ0zNUC96U/E/r5OZ6DLIuUwzg5LNF0WZICYh0+dJnytkRowtoUxxeythQ6ooMzaiig3BW3x5mfhn9au6d3dea1wXaZThCI7hFDy4gAbcQhN8YCDgGV7hzXl0Xpx352PeWnKKmUP4A+fzByKYj44=</latexit><latexit sha1_base64="vgrKSM4QlhU1owIX8UkNNqlcdck=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUC9S8OKxgrGFNpTNdtIu3Wzi7kYooX/CiwcVr/4eb/4bt20O2vpg4PHeDDPzwlRwbVz32ymtrK6tb5Q3K1vbO7t71f2DB51kiqHPEpGodkg1Ci7RN9wIbKcKaRwKbIWjm6nfekKleSLvzTjFIKYDySPOqLFSu2u46COJetWaW3dnIMvEK0gNCjR71a9uP2FZjNIwQbXueG5qgpwqw5nASaWbaUwpG9EBdiyVNEYd5LN7J+TEKn0SJcqWNGSm/p7Iaaz1OA5tZ0zNUC96U/E/r5OZ6DLIuUwzg5LNF0WZICYh0+dJnytkRowtoUxxeythQ6ooMzaiig3BW3x5mfhn9au6d3dea1wXaZThCI7hFDy4gAbcQhN8YCDgGV7hzXl0Xpx352PeWnKKmUP4A+fzByKYj44=</latexit><latexit sha1_base64="vgrKSM4QlhU1owIX8UkNNqlcdck=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUC9S8OKxgrGFNpTNdtIu3Wzi7kYooX/CiwcVr/4eb/4bt20O2vpg4PHeDDPzwlRwbVz32ymtrK6tb5Q3K1vbO7t71f2DB51kiqHPEpGodkg1Ci7RN9wIbKcKaRwKbIWjm6nfekKleSLvzTjFIKYDySPOqLFSu2u46COJetWaW3dnIMvEK0gNCjR71a9uP2FZjNIwQbXueG5qgpwqw5nASaWbaUwpG9EBdiyVNEYd5LN7J+TEKn0SJcqWNGSm/p7Iaaz1OA5tZ0zNUC96U/E/r5OZ6DLIuUwzg5LNF0WZICYh0+dJnytkRowtoUxxeythQ6ooMzaiig3BW3x5mfhn9au6d3dea1wXaZThCI7hFDy4gAbcQhN8YCDgGV7hzXl0Xpx352PeWnKKmUP4A+fzByKYj44=</latexit><latexit sha1_base64="vgrKSM4QlhU1owIX8UkNNqlcdck=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUC9S8OKxgrGFNpTNdtIu3Wzi7kYooX/CiwcVr/4eb/4bt20O2vpg4PHeDDPzwlRwbVz32ymtrK6tb5Q3K1vbO7t71f2DB51kiqHPEpGodkg1Ci7RN9wIbKcKaRwKbIWjm6nfekKleSLvzTjFIKYDySPOqLFSu2u46COJetWaW3dnIMvEK0gNCjR71a9uP2FZjNIwQbXueG5qgpwqw5nASaWbaUwpG9EBdiyVNEYd5LN7J+TEKn0SJcqWNGSm/p7Iaaz1OA5tZ0zNUC96U/E/r5OZ6DLIuUwzg5LNF0WZICYh0+dJnytkRowtoUxxeythQ6ooMzaiig3BW3x5mfhn9au6d3dea1wXaZThCI7hFDy4gAbcQhN8YCDgGV7hzXl0Xpx352PeWnKKmUP4A+fzByKYj44=</latexit>

From observers to physics via algorithmic information theory                                                                                          Markus P. Müller



Prediction 1: Principle of persistent regularities

3. How does physics emerge?

But it is not quite enough — cf. Goodman’s New Riddle of Induction:

f := computable test whether observations are typical for a planet- 
      like environment.

f̃ :=

⇢
f if observed calendar shows year  2050

NOT f if observed calendar shows year > 2050.
<latexit sha1_base64="Vf0EljMUNiKXc/oKwiiNSdV+yUo=">AAAClniclVFNb9QwEHVSPkr46LblgriMWIE4oCipQJRKhZUKghMsUpdWWq9WjjPZterYwXYKUZS/xI/hxr/Bu80BWi6MZOnpvZk345msksK6JPkVhBvXrt+4uXkrun3n7r2twfbOF6trw3HCtdTmNGMWpVA4ccJJPK0MsjKTeJKdHa30k3M0Vmh17JoKZyVbKFEIzpyn5oMf1AmZIxQHh1Ri4WgbAQDNcCFUy4xhTddy2UUFPAFaZvp7KwrQmUVzjjlwJlHlzIBd6m8WGvSw8z5fYS95kVAatdSU8PHTcUef/YfD61V1HFGv9DNE1IjF0sXzwTCJk3XAVZD2YEj6GM8HP2mueV2iclwya6dpUrmZd3WCS/S+tcWK8TO2wKmHipVoZ+16rx089kwOhTb+KQdr9s+KlpXWNmXmM0vmlvaytiL/pU1rV+zPWqGq2qHiF42KWoLTsDoS5MIgd7LxgHEj/KzAl8ww7vwpI7+E9PKXr4LJXvwqTj8/H45G/TY2yUPyiDwlKXlJRuQDGZMJ4cH94CA4Ct6GD8I34bvw/UVqGPQ1u+SvCMe/AX2zx3Y=</latexit><latexit sha1_base64="Vf0EljMUNiKXc/oKwiiNSdV+yUo=">AAAClniclVFNb9QwEHVSPkr46LblgriMWIE4oCipQJRKhZUKghMsUpdWWq9WjjPZterYwXYKUZS/xI/hxr/Bu80BWi6MZOnpvZk345msksK6JPkVhBvXrt+4uXkrun3n7r2twfbOF6trw3HCtdTmNGMWpVA4ccJJPK0MsjKTeJKdHa30k3M0Vmh17JoKZyVbKFEIzpyn5oMf1AmZIxQHh1Ri4WgbAQDNcCFUy4xhTddy2UUFPAFaZvp7KwrQmUVzjjlwJlHlzIBd6m8WGvSw8z5fYS95kVAatdSU8PHTcUef/YfD61V1HFGv9DNE1IjF0sXzwTCJk3XAVZD2YEj6GM8HP2mueV2iclwya6dpUrmZd3WCS/S+tcWK8TO2wKmHipVoZ+16rx089kwOhTb+KQdr9s+KlpXWNmXmM0vmlvaytiL/pU1rV+zPWqGq2qHiF42KWoLTsDoS5MIgd7LxgHEj/KzAl8ww7vwpI7+E9PKXr4LJXvwqTj8/H45G/TY2yUPyiDwlKXlJRuQDGZMJ4cH94CA4Ct6GD8I34bvw/UVqGPQ1u+SvCMe/AX2zx3Y=</latexit><latexit sha1_base64="Vf0EljMUNiKXc/oKwiiNSdV+yUo=">AAAClniclVFNb9QwEHVSPkr46LblgriMWIE4oCipQJRKhZUKghMsUpdWWq9WjjPZterYwXYKUZS/xI/hxr/Bu80BWi6MZOnpvZk345msksK6JPkVhBvXrt+4uXkrun3n7r2twfbOF6trw3HCtdTmNGMWpVA4ccJJPK0MsjKTeJKdHa30k3M0Vmh17JoKZyVbKFEIzpyn5oMf1AmZIxQHh1Ri4WgbAQDNcCFUy4xhTddy2UUFPAFaZvp7KwrQmUVzjjlwJlHlzIBd6m8WGvSw8z5fYS95kVAatdSU8PHTcUef/YfD61V1HFGv9DNE1IjF0sXzwTCJk3XAVZD2YEj6GM8HP2mueV2iclwya6dpUrmZd3WCS/S+tcWK8TO2wKmHipVoZ+16rx089kwOhTb+KQdr9s+KlpXWNmXmM0vmlvaytiL/pU1rV+zPWqGq2qHiF42KWoLTsDoS5MIgd7LxgHEj/KzAl8ww7vwpI7+E9PKXr4LJXvwqTj8/H45G/TY2yUPyiDwlKXlJRuQDGZMJ4cH94CA4Ct6GD8I34bvw/UVqGPQ1u+SvCMe/AX2zx3Y=</latexit><latexit sha1_base64="Vf0EljMUNiKXc/oKwiiNSdV+yUo=">AAAClniclVFNb9QwEHVSPkr46LblgriMWIE4oCipQJRKhZUKghMsUpdWWq9WjjPZterYwXYKUZS/xI/hxr/Bu80BWi6MZOnpvZk345msksK6JPkVhBvXrt+4uXkrun3n7r2twfbOF6trw3HCtdTmNGMWpVA4ccJJPK0MsjKTeJKdHa30k3M0Vmh17JoKZyVbKFEIzpyn5oMf1AmZIxQHh1Ri4WgbAQDNcCFUy4xhTddy2UUFPAFaZvp7KwrQmUVzjjlwJlHlzIBd6m8WGvSw8z5fYS95kVAatdSU8PHTcUef/YfD61V1HFGv9DNE1IjF0sXzwTCJk3XAVZD2YEj6GM8HP2mueV2iclwya6dpUrmZd3WCS/S+tcWK8TO2wKmHipVoZ+16rx089kwOhTb+KQdr9s+KlpXWNmXmM0vmlvaytiL/pU1rV+zPWqGq2qHiF42KWoLTsDoS5MIgd7LxgHEj/KzAl8ww7vwpI7+E9PKXr4LJXvwqTj8/H45G/TY2yUPyiDwlKXlJRuQDGZMJ4cH94CA4Ct6GD8I34bvw/UVqGPQ1u+SvCMe/AX2zx3Y=</latexit>

(cf. Goodman’s green/blue versus bleen/grue).
Theorem applies to both     and      Contradiction?! No. f

<latexit sha1_base64="uvgPwRVoT5hu781LUI9h3BbpTcA=">AAAB53icbVBNS8NAEJ34WetX1aOXxSJ4KokI6kUKXjy2YGyhDWWznbRrN5uwuxFK6C/w4kHFq3/Jm//GbZuDtj4YeLw3w8y8MBVcG9f9dlZW19Y3Nktb5e2d3b39ysHhg04yxdBniUhUO6QaBZfoG24EtlOFNA4FtsLR7dRvPaHSPJH3ZpxiENOB5BFn1FipGfUqVbfmzkCWiVeQKhRo9Cpf3X7CshilYYJq3fHc1AQ5VYYzgZNyN9OYUjaiA+xYKmmMOshnh07IqVX6JEqULWnITP09kdNY63Ec2s6YmqFe9Kbif14nM9FVkHOZZgYlmy+KMkFMQqZfkz5XyIwYW0KZ4vZWwoZUUWZsNmUbgrf48jLxz2vXNa95Ua3fFGmU4BhO4Aw8uIQ63EEDfGCA8Ayv8OY8Oi/Ou/Mxb11xipkj+APn8wc4NYy6</latexit><latexit sha1_base64="uvgPwRVoT5hu781LUI9h3BbpTcA=">AAAB53icbVBNS8NAEJ34WetX1aOXxSJ4KokI6kUKXjy2YGyhDWWznbRrN5uwuxFK6C/w4kHFq3/Jm//GbZuDtj4YeLw3w8y8MBVcG9f9dlZW19Y3Nktb5e2d3b39ysHhg04yxdBniUhUO6QaBZfoG24EtlOFNA4FtsLR7dRvPaHSPJH3ZpxiENOB5BFn1FipGfUqVbfmzkCWiVeQKhRo9Cpf3X7CshilYYJq3fHc1AQ5VYYzgZNyN9OYUjaiA+xYKmmMOshnh07IqVX6JEqULWnITP09kdNY63Ec2s6YmqFe9Kbif14nM9FVkHOZZgYlmy+KMkFMQqZfkz5XyIwYW0KZ4vZWwoZUUWZsNmUbgrf48jLxz2vXNa95Ua3fFGmU4BhO4Aw8uIQ63EEDfGCA8Ayv8OY8Oi/Ou/Mxb11xipkj+APn8wc4NYy6</latexit><latexit sha1_base64="uvgPwRVoT5hu781LUI9h3BbpTcA=">AAAB53icbVBNS8NAEJ34WetX1aOXxSJ4KokI6kUKXjy2YGyhDWWznbRrN5uwuxFK6C/w4kHFq3/Jm//GbZuDtj4YeLw3w8y8MBVcG9f9dlZW19Y3Nktb5e2d3b39ysHhg04yxdBniUhUO6QaBZfoG24EtlOFNA4FtsLR7dRvPaHSPJH3ZpxiENOB5BFn1FipGfUqVbfmzkCWiVeQKhRo9Cpf3X7CshilYYJq3fHc1AQ5VYYzgZNyN9OYUjaiA+xYKmmMOshnh07IqVX6JEqULWnITP09kdNY63Ec2s6YmqFe9Kbif14nM9FVkHOZZgYlmy+KMkFMQqZfkz5XyIwYW0KZ4vZWwoZUUWZsNmUbgrf48jLxz2vXNa95Ua3fFGmU4BhO4Aw8uIQ63EEDfGCA8Ayv8OY8Oi/Ou/Mxb11xipkj+APn8wc4NYy6</latexit><latexit sha1_base64="uvgPwRVoT5hu781LUI9h3BbpTcA=">AAAB53icbVBNS8NAEJ34WetX1aOXxSJ4KokI6kUKXjy2YGyhDWWznbRrN5uwuxFK6C/w4kHFq3/Jm//GbZuDtj4YeLw3w8y8MBVcG9f9dlZW19Y3Nktb5e2d3b39ysHhg04yxdBniUhUO6QaBZfoG24EtlOFNA4FtsLR7dRvPaHSPJH3ZpxiENOB5BFn1FipGfUqVbfmzkCWiVeQKhRo9Cpf3X7CshilYYJq3fHc1AQ5VYYzgZNyN9OYUjaiA+xYKmmMOshnh07IqVX6JEqULWnITP09kdNY63Ec2s6YmqFe9Kbif14nM9FVkHOZZgYlmy+KMkFMQqZfkz5XyIwYW0KZ4vZWwoZUUWZsNmUbgrf48jLxz2vXNa95Ua3fFGmU4BhO4Aw8uIQ63EEDfGCA8Ayv8OY8Oi/Ou/Mxb11xipkj+APn8wc4NYy6</latexit>

f̃ .
<latexit sha1_base64="wCK7hehffy9oZgUJYXzTGikQoa0=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0hEUC9S8OKxgrGVNpTNZtMu3d2E3Y1QQn+FFw8qXv073vw3btsctPXBwOO9GWbmRRln2njet1NZWV1b36hu1ra2d3b36vsHDzrNFaEBSXmqOhHWlDNJA8MMp51MUSwiTtvR6Gbqt5+o0iyV92ac0VDggWQJI9hY6bFnGI8pStx+veG53gxomfglaUCJVr/+1YtTkgsqDeFY667vZSYssDKMcDqp9XJNM0xGeEC7lkosqA6L2cETdGKVGCWpsiUNmqm/JwostB6LyHYKbIZ60ZuK/3nd3CSXYcFklhsqyXxRknNkUjT9HsVMUWL42BJMFLO3IjLEChNjM6rZEPzFl5dJcOZeuf7deaN5XaZRhSM4hlPw4QKacAstCICAgGd4hTdHOS/Ou/Mxb6045cwh/IHz+QOQB4/G</latexit><latexit sha1_base64="wCK7hehffy9oZgUJYXzTGikQoa0=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0hEUC9S8OKxgrGVNpTNZtMu3d2E3Y1QQn+FFw8qXv073vw3btsctPXBwOO9GWbmRRln2njet1NZWV1b36hu1ra2d3b36vsHDzrNFaEBSXmqOhHWlDNJA8MMp51MUSwiTtvR6Gbqt5+o0iyV92ac0VDggWQJI9hY6bFnGI8pStx+veG53gxomfglaUCJVr/+1YtTkgsqDeFY667vZSYssDKMcDqp9XJNM0xGeEC7lkosqA6L2cETdGKVGCWpsiUNmqm/JwostB6LyHYKbIZ60ZuK/3nd3CSXYcFklhsqyXxRknNkUjT9HsVMUWL42BJMFLO3IjLEChNjM6rZEPzFl5dJcOZeuf7deaN5XaZRhSM4hlPw4QKacAstCICAgGd4hTdHOS/Ou/Mxb6045cwh/IHz+QOQB4/G</latexit><latexit sha1_base64="wCK7hehffy9oZgUJYXzTGikQoa0=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0hEUC9S8OKxgrGVNpTNZtMu3d2E3Y1QQn+FFw8qXv073vw3btsctPXBwOO9GWbmRRln2njet1NZWV1b36hu1ra2d3b36vsHDzrNFaEBSXmqOhHWlDNJA8MMp51MUSwiTtvR6Gbqt5+o0iyV92ac0VDggWQJI9hY6bFnGI8pStx+veG53gxomfglaUCJVr/+1YtTkgsqDeFY667vZSYssDKMcDqp9XJNM0xGeEC7lkosqA6L2cETdGKVGCWpsiUNmqm/JwostB6LyHYKbIZ60ZuK/3nd3CSXYcFklhsqyXxRknNkUjT9HsVMUWL42BJMFLO3IjLEChNjM6rZEPzFl5dJcOZeuf7deaN5XaZRhSM4hlPw4QKacAstCICAgGd4hTdHOS/Ou/Mxb6045cwh/IHz+QOQB4/G</latexit><latexit sha1_base64="wCK7hehffy9oZgUJYXzTGikQoa0=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0hEUC9S8OKxgrGVNpTNZtMu3d2E3Y1QQn+FFw8qXv073vw3btsctPXBwOO9GWbmRRln2njet1NZWV1b36hu1ra2d3b36vsHDzrNFaEBSXmqOhHWlDNJA8MMp51MUSwiTtvR6Gbqt5+o0iyV92ac0VDggWQJI9hY6bFnGI8pStx+veG53gxomfglaUCJVr/+1YtTkgsqDeFY667vZSYssDKMcDqp9XJNM0xGeEC7lkosqA6L2cETdGKVGCWpsiUNmqm/JwostB6LyHYKbIZ60ZuK/3nd3CSXYcFklhsqyXxRknNkUjT9HsVMUWL42BJMFLO3IjLEChNjM6rZEPzFl5dJcOZeuf7deaN5XaZRhSM4hlPw4QKacAstCICAgGd4hTdHOS/Ou/Mxb6045cwh/IHz+QOQB4/G</latexit>

Resolution: Since                          the   -regularity stabilizes earlier 
                     than the     -regularity.

K(f) < K(f̃),
<latexit sha1_base64="9s+fV/COYT8Y32iBqWgQ72rq/jU=">AAAB+XicbVBNS8NAEJ34WetXqkcvi0VoQUoiggoiBS9CLxWMLbShbDabdunmg92NUmJ/ihcPKl79J978N27bHLT1wcDjvRlm5nkJZ1JZ1rextLyyurZe2Chubm3v7JqlvXsZp4JQh8Q8Fm0PS8pZRB3FFKftRFAcepy2vOH1xG89UCFZHN2pUULdEPcjFjCClZZ6ZqlRCaqXjUpXMe5TFFSPe2bZqllToEVi56QMOZo986vrxyQNaaQIx1J2bCtRboaFYoTTcbGbSppgMsR92tE0wiGVbjY9fYyOtOKjIBa6IoWm6u+JDIdSjkJPd4ZYDeS8NxH/8zqpCs7djEVJqmhEZouClCMVo0kOyGeCEsVHmmAimL4VkQEWmCidVlGHYM+/vEick9pFzb49Ldev8jQKcACHUAEbzqAON9AEBwg8wjO8wpvxZLwY78bHrHXJyGf24Q+Mzx8S5ZIf</latexit><latexit sha1_base64="9s+fV/COYT8Y32iBqWgQ72rq/jU=">AAAB+XicbVBNS8NAEJ34WetXqkcvi0VoQUoiggoiBS9CLxWMLbShbDabdunmg92NUmJ/ihcPKl79J978N27bHLT1wcDjvRlm5nkJZ1JZ1rextLyyurZe2Chubm3v7JqlvXsZp4JQh8Q8Fm0PS8pZRB3FFKftRFAcepy2vOH1xG89UCFZHN2pUULdEPcjFjCClZZ6ZqlRCaqXjUpXMe5TFFSPe2bZqllToEVi56QMOZo986vrxyQNaaQIx1J2bCtRboaFYoTTcbGbSppgMsR92tE0wiGVbjY9fYyOtOKjIBa6IoWm6u+JDIdSjkJPd4ZYDeS8NxH/8zqpCs7djEVJqmhEZouClCMVo0kOyGeCEsVHmmAimL4VkQEWmCidVlGHYM+/vEick9pFzb49Ldev8jQKcACHUAEbzqAON9AEBwg8wjO8wpvxZLwY78bHrHXJyGf24Q+Mzx8S5ZIf</latexit><latexit sha1_base64="9s+fV/COYT8Y32iBqWgQ72rq/jU=">AAAB+XicbVBNS8NAEJ34WetXqkcvi0VoQUoiggoiBS9CLxWMLbShbDabdunmg92NUmJ/ihcPKl79J978N27bHLT1wcDjvRlm5nkJZ1JZ1rextLyyurZe2Chubm3v7JqlvXsZp4JQh8Q8Fm0PS8pZRB3FFKftRFAcepy2vOH1xG89UCFZHN2pUULdEPcjFjCClZZ6ZqlRCaqXjUpXMe5TFFSPe2bZqllToEVi56QMOZo986vrxyQNaaQIx1J2bCtRboaFYoTTcbGbSppgMsR92tE0wiGVbjY9fYyOtOKjIBa6IoWm6u+JDIdSjkJPd4ZYDeS8NxH/8zqpCs7djEVJqmhEZouClCMVo0kOyGeCEsVHmmAimL4VkQEWmCidVlGHYM+/vEick9pFzb49Ldev8jQKcACHUAEbzqAON9AEBwg8wjO8wpvxZLwY78bHrHXJyGf24Q+Mzx8S5ZIf</latexit><latexit sha1_base64="9s+fV/COYT8Y32iBqWgQ72rq/jU=">AAAB+XicbVBNS8NAEJ34WetXqkcvi0VoQUoiggoiBS9CLxWMLbShbDabdunmg92NUmJ/ihcPKl79J978N27bHLT1wcDjvRlm5nkJZ1JZ1rextLyyurZe2Chubm3v7JqlvXsZp4JQh8Q8Fm0PS8pZRB3FFKftRFAcepy2vOH1xG89UCFZHN2pUULdEPcjFjCClZZ6ZqlRCaqXjUpXMe5TFFSPe2bZqllToEVi56QMOZo986vrxyQNaaQIx1J2bCtRboaFYoTTcbGbSppgMsR92tE0wiGVbjY9fYyOtOKjIBa6IoWm6u+JDIdSjkJPd4ZYDeS8NxH/8zqpCs7djEVJqmhEZouClCMVo0kOyGeCEsVHmmAimL4VkQEWmCidVlGHYM+/vEick9pFzb49Ldev8jQKcACHUAEbzqAON9AEBwg8wjO8wpvxZLwY78bHrHXJyGf24Q+Mzx8S5ZIf</latexit>

f
<latexit sha1_base64="uvgPwRVoT5hu781LUI9h3BbpTcA=">AAAB53icbVBNS8NAEJ34WetX1aOXxSJ4KokI6kUKXjy2YGyhDWWznbRrN5uwuxFK6C/w4kHFq3/Jm//GbZuDtj4YeLw3w8y8MBVcG9f9dlZW19Y3Nktb5e2d3b39ysHhg04yxdBniUhUO6QaBZfoG24EtlOFNA4FtsLR7dRvPaHSPJH3ZpxiENOB5BFn1FipGfUqVbfmzkCWiVeQKhRo9Cpf3X7CshilYYJq3fHc1AQ5VYYzgZNyN9OYUjaiA+xYKmmMOshnh07IqVX6JEqULWnITP09kdNY63Ec2s6YmqFe9Kbif14nM9FVkHOZZgYlmy+KMkFMQqZfkz5XyIwYW0KZ4vZWwoZUUWZsNmUbgrf48jLxz2vXNa95Ua3fFGmU4BhO4Aw8uIQ63EEDfGCA8Ayv8OY8Oi/Ou/Mxb11xipkj+APn8wc4NYy6</latexit><latexit sha1_base64="uvgPwRVoT5hu781LUI9h3BbpTcA=">AAAB53icbVBNS8NAEJ34WetX1aOXxSJ4KokI6kUKXjy2YGyhDWWznbRrN5uwuxFK6C/w4kHFq3/Jm//GbZuDtj4YeLw3w8y8MBVcG9f9dlZW19Y3Nktb5e2d3b39ysHhg04yxdBniUhUO6QaBZfoG24EtlOFNA4FtsLR7dRvPaHSPJH3ZpxiENOB5BFn1FipGfUqVbfmzkCWiVeQKhRo9Cpf3X7CshilYYJq3fHc1AQ5VYYzgZNyN9OYUjaiA+xYKmmMOshnh07IqVX6JEqULWnITP09kdNY63Ec2s6YmqFe9Kbif14nM9FVkHOZZgYlmy+KMkFMQqZfkz5XyIwYW0KZ4vZWwoZUUWZsNmUbgrf48jLxz2vXNa95Ua3fFGmU4BhO4Aw8uIQ63EEDfGCA8Ayv8OY8Oi/Ou/Mxb11xipkj+APn8wc4NYy6</latexit><latexit sha1_base64="uvgPwRVoT5hu781LUI9h3BbpTcA=">AAAB53icbVBNS8NAEJ34WetX1aOXxSJ4KokI6kUKXjy2YGyhDWWznbRrN5uwuxFK6C/w4kHFq3/Jm//GbZuDtj4YeLw3w8y8MBVcG9f9dlZW19Y3Nktb5e2d3b39ysHhg04yxdBniUhUO6QaBZfoG24EtlOFNA4FtsLR7dRvPaHSPJH3ZpxiENOB5BFn1FipGfUqVbfmzkCWiVeQKhRo9Cpf3X7CshilYYJq3fHc1AQ5VYYzgZNyN9OYUjaiA+xYKmmMOshnh07IqVX6JEqULWnITP09kdNY63Ec2s6YmqFe9Kbif14nM9FVkHOZZgYlmy+KMkFMQqZfkz5XyIwYW0KZ4vZWwoZUUWZsNmUbgrf48jLxz2vXNa95Ua3fFGmU4BhO4Aw8uIQ63EEDfGCA8Ayv8OY8Oi/Ou/Mxb11xipkj+APn8wc4NYy6</latexit><latexit sha1_base64="uvgPwRVoT5hu781LUI9h3BbpTcA=">AAAB53icbVBNS8NAEJ34WetX1aOXxSJ4KokI6kUKXjy2YGyhDWWznbRrN5uwuxFK6C/w4kHFq3/Jm//GbZuDtj4YeLw3w8y8MBVcG9f9dlZW19Y3Nktb5e2d3b39ysHhg04yxdBniUhUO6QaBZfoG24EtlOFNA4FtsLR7dRvPaHSPJH3ZpxiENOB5BFn1FipGfUqVbfmzkCWiVeQKhRo9Cpf3X7CshilYYJq3fHc1AQ5VYYzgZNyN9OYUjaiA+xYKmmMOshnh07IqVX6JEqULWnITP09kdNY63Ec2s6YmqFe9Kbif14nM9FVkHOZZgYlmy+KMkFMQqZfkz5XyIwYW0KZ4vZWwoZUUWZsNmUbgrf48jLxz2vXNa95Ua3fFGmU4BhO4Aw8uIQ63EEDfGCA8Ayv8OY8Oi/Ou/Mxb11xipkj+APn8wc4NYy6</latexit>

f̃
<latexit sha1_base64="vgrKSM4QlhU1owIX8UkNNqlcdck=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUC9S8OKxgrGFNpTNdtIu3Wzi7kYooX/CiwcVr/4eb/4bt20O2vpg4PHeDDPzwlRwbVz32ymtrK6tb5Q3K1vbO7t71f2DB51kiqHPEpGodkg1Ci7RN9wIbKcKaRwKbIWjm6nfekKleSLvzTjFIKYDySPOqLFSu2u46COJetWaW3dnIMvEK0gNCjR71a9uP2FZjNIwQbXueG5qgpwqw5nASaWbaUwpG9EBdiyVNEYd5LN7J+TEKn0SJcqWNGSm/p7Iaaz1OA5tZ0zNUC96U/E/r5OZ6DLIuUwzg5LNF0WZICYh0+dJnytkRowtoUxxeythQ6ooMzaiig3BW3x5mfhn9au6d3dea1wXaZThCI7hFDy4gAbcQhN8YCDgGV7hzXl0Xpx352PeWnKKmUP4A+fzByKYj44=</latexit><latexit sha1_base64="vgrKSM4QlhU1owIX8UkNNqlcdck=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUC9S8OKxgrGFNpTNdtIu3Wzi7kYooX/CiwcVr/4eb/4bt20O2vpg4PHeDDPzwlRwbVz32ymtrK6tb5Q3K1vbO7t71f2DB51kiqHPEpGodkg1Ci7RN9wIbKcKaRwKbIWjm6nfekKleSLvzTjFIKYDySPOqLFSu2u46COJetWaW3dnIMvEK0gNCjR71a9uP2FZjNIwQbXueG5qgpwqw5nASaWbaUwpG9EBdiyVNEYd5LN7J+TEKn0SJcqWNGSm/p7Iaaz1OA5tZ0zNUC96U/E/r5OZ6DLIuUwzg5LNF0WZICYh0+dJnytkRowtoUxxeythQ6ooMzaiig3BW3x5mfhn9au6d3dea1wXaZThCI7hFDy4gAbcQhN8YCDgGV7hzXl0Xpx352PeWnKKmUP4A+fzByKYj44=</latexit><latexit sha1_base64="vgrKSM4QlhU1owIX8UkNNqlcdck=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUC9S8OKxgrGFNpTNdtIu3Wzi7kYooX/CiwcVr/4eb/4bt20O2vpg4PHeDDPzwlRwbVz32ymtrK6tb5Q3K1vbO7t71f2DB51kiqHPEpGodkg1Ci7RN9wIbKcKaRwKbIWjm6nfekKleSLvzTjFIKYDySPOqLFSu2u46COJetWaW3dnIMvEK0gNCjR71a9uP2FZjNIwQbXueG5qgpwqw5nASaWbaUwpG9EBdiyVNEYd5LN7J+TEKn0SJcqWNGSm/p7Iaaz1OA5tZ0zNUC96U/E/r5OZ6DLIuUwzg5LNF0WZICYh0+dJnytkRowtoUxxeythQ6ooMzaiig3BW3x5mfhn9au6d3dea1wXaZThCI7hFDy4gAbcQhN8YCDgGV7hzXl0Xpx352PeWnKKmUP4A+fzByKYj44=</latexit><latexit sha1_base64="vgrKSM4QlhU1owIX8UkNNqlcdck=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUC9S8OKxgrGFNpTNdtIu3Wzi7kYooX/CiwcVr/4eb/4bt20O2vpg4PHeDDPzwlRwbVz32ymtrK6tb5Q3K1vbO7t71f2DB51kiqHPEpGodkg1Ci7RN9wIbKcKaRwKbIWjm6nfekKleSLvzTjFIKYDySPOqLFSu2u46COJetWaW3dnIMvEK0gNCjR71a9uP2FZjNIwQbXueG5qgpwqw5nASaWbaUwpG9EBdiyVNEYd5LN7J+TEKn0SJcqWNGSm/p7Iaaz1OA5tZ0zNUC96U/E/r5OZ6DLIuUwzg5LNF0WZICYh0+dJnytkRowtoUxxeythQ6ooMzaiig3BW3x5mfhn9au6d3dea1wXaZThCI7hFDy4gAbcQhN8YCDgGV7hzXl0Xpx352PeWnKKmUP4A+fzByKYj44=</latexit>

Careful quantitative analysis of K (see paper)

confirms exorcism of the Boltzmann brains.

From observers to physics via algorithmic information theory                                                                                          Markus P. Müller



Prediction 1: Principle of persistent regularities

3. How does physics emerge?

But it is not quite enough — cf. Goodman’s New Riddle of Induction:

f := computable test whether observations are typical for a planet- 
      like environment.

f̃ :=

⇢
f if observed calendar shows year  2050

NOT f if observed calendar shows year > 2050.
<latexit sha1_base64="Vf0EljMUNiKXc/oKwiiNSdV+yUo=">AAAClniclVFNb9QwEHVSPkr46LblgriMWIE4oCipQJRKhZUKghMsUpdWWq9WjjPZterYwXYKUZS/xI/hxr/Bu80BWi6MZOnpvZk345msksK6JPkVhBvXrt+4uXkrun3n7r2twfbOF6trw3HCtdTmNGMWpVA4ccJJPK0MsjKTeJKdHa30k3M0Vmh17JoKZyVbKFEIzpyn5oMf1AmZIxQHh1Ri4WgbAQDNcCFUy4xhTddy2UUFPAFaZvp7KwrQmUVzjjlwJlHlzIBd6m8WGvSw8z5fYS95kVAatdSU8PHTcUef/YfD61V1HFGv9DNE1IjF0sXzwTCJk3XAVZD2YEj6GM8HP2mueV2iclwya6dpUrmZd3WCS/S+tcWK8TO2wKmHipVoZ+16rx089kwOhTb+KQdr9s+KlpXWNmXmM0vmlvaytiL/pU1rV+zPWqGq2qHiF42KWoLTsDoS5MIgd7LxgHEj/KzAl8ww7vwpI7+E9PKXr4LJXvwqTj8/H45G/TY2yUPyiDwlKXlJRuQDGZMJ4cH94CA4Ct6GD8I34bvw/UVqGPQ1u+SvCMe/AX2zx3Y=</latexit><latexit sha1_base64="Vf0EljMUNiKXc/oKwiiNSdV+yUo=">AAAClniclVFNb9QwEHVSPkr46LblgriMWIE4oCipQJRKhZUKghMsUpdWWq9WjjPZterYwXYKUZS/xI/hxr/Bu80BWi6MZOnpvZk345msksK6JPkVhBvXrt+4uXkrun3n7r2twfbOF6trw3HCtdTmNGMWpVA4ccJJPK0MsjKTeJKdHa30k3M0Vmh17JoKZyVbKFEIzpyn5oMf1AmZIxQHh1Ri4WgbAQDNcCFUy4xhTddy2UUFPAFaZvp7KwrQmUVzjjlwJlHlzIBd6m8WGvSw8z5fYS95kVAatdSU8PHTcUef/YfD61V1HFGv9DNE1IjF0sXzwTCJk3XAVZD2YEj6GM8HP2mueV2iclwya6dpUrmZd3WCS/S+tcWK8TO2wKmHipVoZ+16rx089kwOhTb+KQdr9s+KlpXWNmXmM0vmlvaytiL/pU1rV+zPWqGq2qHiF42KWoLTsDoS5MIgd7LxgHEj/KzAl8ww7vwpI7+E9PKXr4LJXvwqTj8/H45G/TY2yUPyiDwlKXlJRuQDGZMJ4cH94CA4Ct6GD8I34bvw/UVqGPQ1u+SvCMe/AX2zx3Y=</latexit><latexit sha1_base64="Vf0EljMUNiKXc/oKwiiNSdV+yUo=">AAAClniclVFNb9QwEHVSPkr46LblgriMWIE4oCipQJRKhZUKghMsUpdWWq9WjjPZterYwXYKUZS/xI/hxr/Bu80BWi6MZOnpvZk345msksK6JPkVhBvXrt+4uXkrun3n7r2twfbOF6trw3HCtdTmNGMWpVA4ccJJPK0MsjKTeJKdHa30k3M0Vmh17JoKZyVbKFEIzpyn5oMf1AmZIxQHh1Ri4WgbAQDNcCFUy4xhTddy2UUFPAFaZvp7KwrQmUVzjjlwJlHlzIBd6m8WGvSw8z5fYS95kVAatdSU8PHTcUef/YfD61V1HFGv9DNE1IjF0sXzwTCJk3XAVZD2YEj6GM8HP2mueV2iclwya6dpUrmZd3WCS/S+tcWK8TO2wKmHipVoZ+16rx089kwOhTb+KQdr9s+KlpXWNmXmM0vmlvaytiL/pU1rV+zPWqGq2qHiF42KWoLTsDoS5MIgd7LxgHEj/KzAl8ww7vwpI7+E9PKXr4LJXvwqTj8/H45G/TY2yUPyiDwlKXlJRuQDGZMJ4cH94CA4Ct6GD8I34bvw/UVqGPQ1u+SvCMe/AX2zx3Y=</latexit><latexit sha1_base64="Vf0EljMUNiKXc/oKwiiNSdV+yUo=">AAAClniclVFNb9QwEHVSPkr46LblgriMWIE4oCipQJRKhZUKghMsUpdWWq9WjjPZterYwXYKUZS/xI/hxr/Bu80BWi6MZOnpvZk345msksK6JPkVhBvXrt+4uXkrun3n7r2twfbOF6trw3HCtdTmNGMWpVA4ccJJPK0MsjKTeJKdHa30k3M0Vmh17JoKZyVbKFEIzpyn5oMf1AmZIxQHh1Ri4WgbAQDNcCFUy4xhTddy2UUFPAFaZvp7KwrQmUVzjjlwJlHlzIBd6m8WGvSw8z5fYS95kVAatdSU8PHTcUef/YfD61V1HFGv9DNE1IjF0sXzwTCJk3XAVZD2YEj6GM8HP2mueV2iclwya6dpUrmZd3WCS/S+tcWK8TO2wKmHipVoZ+16rx089kwOhTb+KQdr9s+KlpXWNmXmM0vmlvaytiL/pU1rV+zPWqGq2qHiF42KWoLTsDoS5MIgd7LxgHEj/KzAl8ww7vwpI7+E9PKXr4LJXvwqTj8/H45G/TY2yUPyiDwlKXlJRuQDGZMJ4cH94CA4Ct6GD8I34bvw/UVqGPQ1u+SvCMe/AX2zx3Y=</latexit>

(cf. Goodman’s green/blue versus bleen/grue).
Theorem applies to both     and      Contradiction?! No. f

<latexit sha1_base64="uvgPwRVoT5hu781LUI9h3BbpTcA=">AAAB53icbVBNS8NAEJ34WetX1aOXxSJ4KokI6kUKXjy2YGyhDWWznbRrN5uwuxFK6C/w4kHFq3/Jm//GbZuDtj4YeLw3w8y8MBVcG9f9dlZW19Y3Nktb5e2d3b39ysHhg04yxdBniUhUO6QaBZfoG24EtlOFNA4FtsLR7dRvPaHSPJH3ZpxiENOB5BFn1FipGfUqVbfmzkCWiVeQKhRo9Cpf3X7CshilYYJq3fHc1AQ5VYYzgZNyN9OYUjaiA+xYKmmMOshnh07IqVX6JEqULWnITP09kdNY63Ec2s6YmqFe9Kbif14nM9FVkHOZZgYlmy+KMkFMQqZfkz5XyIwYW0KZ4vZWwoZUUWZsNmUbgrf48jLxz2vXNa95Ua3fFGmU4BhO4Aw8uIQ63EEDfGCA8Ayv8OY8Oi/Ou/Mxb11xipkj+APn8wc4NYy6</latexit><latexit sha1_base64="uvgPwRVoT5hu781LUI9h3BbpTcA=">AAAB53icbVBNS8NAEJ34WetX1aOXxSJ4KokI6kUKXjy2YGyhDWWznbRrN5uwuxFK6C/w4kHFq3/Jm//GbZuDtj4YeLw3w8y8MBVcG9f9dlZW19Y3Nktb5e2d3b39ysHhg04yxdBniUhUO6QaBZfoG24EtlOFNA4FtsLR7dRvPaHSPJH3ZpxiENOB5BFn1FipGfUqVbfmzkCWiVeQKhRo9Cpf3X7CshilYYJq3fHc1AQ5VYYzgZNyN9OYUjaiA+xYKmmMOshnh07IqVX6JEqULWnITP09kdNY63Ec2s6YmqFe9Kbif14nM9FVkHOZZgYlmy+KMkFMQqZfkz5XyIwYW0KZ4vZWwoZUUWZsNmUbgrf48jLxz2vXNa95Ua3fFGmU4BhO4Aw8uIQ63EEDfGCA8Ayv8OY8Oi/Ou/Mxb11xipkj+APn8wc4NYy6</latexit><latexit sha1_base64="uvgPwRVoT5hu781LUI9h3BbpTcA=">AAAB53icbVBNS8NAEJ34WetX1aOXxSJ4KokI6kUKXjy2YGyhDWWznbRrN5uwuxFK6C/w4kHFq3/Jm//GbZuDtj4YeLw3w8y8MBVcG9f9dlZW19Y3Nktb5e2d3b39ysHhg04yxdBniUhUO6QaBZfoG24EtlOFNA4FtsLR7dRvPaHSPJH3ZpxiENOB5BFn1FipGfUqVbfmzkCWiVeQKhRo9Cpf3X7CshilYYJq3fHc1AQ5VYYzgZNyN9OYUjaiA+xYKmmMOshnh07IqVX6JEqULWnITP09kdNY63Ec2s6YmqFe9Kbif14nM9FVkHOZZgYlmy+KMkFMQqZfkz5XyIwYW0KZ4vZWwoZUUWZsNmUbgrf48jLxz2vXNa95Ua3fFGmU4BhO4Aw8uIQ63EEDfGCA8Ayv8OY8Oi/Ou/Mxb11xipkj+APn8wc4NYy6</latexit><latexit sha1_base64="uvgPwRVoT5hu781LUI9h3BbpTcA=">AAAB53icbVBNS8NAEJ34WetX1aOXxSJ4KokI6kUKXjy2YGyhDWWznbRrN5uwuxFK6C/w4kHFq3/Jm//GbZuDtj4YeLw3w8y8MBVcG9f9dlZW19Y3Nktb5e2d3b39ysHhg04yxdBniUhUO6QaBZfoG24EtlOFNA4FtsLR7dRvPaHSPJH3ZpxiENOB5BFn1FipGfUqVbfmzkCWiVeQKhRo9Cpf3X7CshilYYJq3fHc1AQ5VYYzgZNyN9OYUjaiA+xYKmmMOshnh07IqVX6JEqULWnITP09kdNY63Ec2s6YmqFe9Kbif14nM9FVkHOZZgYlmy+KMkFMQqZfkz5XyIwYW0KZ4vZWwoZUUWZsNmUbgrf48jLxz2vXNa95Ua3fFGmU4BhO4Aw8uIQ63EEDfGCA8Ayv8OY8Oi/Ou/Mxb11xipkj+APn8wc4NYy6</latexit>

f̃ .
<latexit sha1_base64="wCK7hehffy9oZgUJYXzTGikQoa0=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0hEUC9S8OKxgrGVNpTNZtMu3d2E3Y1QQn+FFw8qXv073vw3btsctPXBwOO9GWbmRRln2njet1NZWV1b36hu1ra2d3b36vsHDzrNFaEBSXmqOhHWlDNJA8MMp51MUSwiTtvR6Gbqt5+o0iyV92ac0VDggWQJI9hY6bFnGI8pStx+veG53gxomfglaUCJVr/+1YtTkgsqDeFY667vZSYssDKMcDqp9XJNM0xGeEC7lkosqA6L2cETdGKVGCWpsiUNmqm/JwostB6LyHYKbIZ60ZuK/3nd3CSXYcFklhsqyXxRknNkUjT9HsVMUWL42BJMFLO3IjLEChNjM6rZEPzFl5dJcOZeuf7deaN5XaZRhSM4hlPw4QKacAstCICAgGd4hTdHOS/Ou/Mxb6045cwh/IHz+QOQB4/G</latexit><latexit sha1_base64="wCK7hehffy9oZgUJYXzTGikQoa0=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0hEUC9S8OKxgrGVNpTNZtMu3d2E3Y1QQn+FFw8qXv073vw3btsctPXBwOO9GWbmRRln2njet1NZWV1b36hu1ra2d3b36vsHDzrNFaEBSXmqOhHWlDNJA8MMp51MUSwiTtvR6Gbqt5+o0iyV92ac0VDggWQJI9hY6bFnGI8pStx+veG53gxomfglaUCJVr/+1YtTkgsqDeFY667vZSYssDKMcDqp9XJNM0xGeEC7lkosqA6L2cETdGKVGCWpsiUNmqm/JwostB6LyHYKbIZ60ZuK/3nd3CSXYcFklhsqyXxRknNkUjT9HsVMUWL42BJMFLO3IjLEChNjM6rZEPzFl5dJcOZeuf7deaN5XaZRhSM4hlPw4QKacAstCICAgGd4hTdHOS/Ou/Mxb6045cwh/IHz+QOQB4/G</latexit><latexit sha1_base64="wCK7hehffy9oZgUJYXzTGikQoa0=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0hEUC9S8OKxgrGVNpTNZtMu3d2E3Y1QQn+FFw8qXv073vw3btsctPXBwOO9GWbmRRln2njet1NZWV1b36hu1ra2d3b36vsHDzrNFaEBSXmqOhHWlDNJA8MMp51MUSwiTtvR6Gbqt5+o0iyV92ac0VDggWQJI9hY6bFnGI8pStx+veG53gxomfglaUCJVr/+1YtTkgsqDeFY667vZSYssDKMcDqp9XJNM0xGeEC7lkosqA6L2cETdGKVGCWpsiUNmqm/JwostB6LyHYKbIZ60ZuK/3nd3CSXYcFklhsqyXxRknNkUjT9HsVMUWL42BJMFLO3IjLEChNjM6rZEPzFl5dJcOZeuf7deaN5XaZRhSM4hlPw4QKacAstCICAgGd4hTdHOS/Ou/Mxb6045cwh/IHz+QOQB4/G</latexit><latexit sha1_base64="wCK7hehffy9oZgUJYXzTGikQoa0=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0hEUC9S8OKxgrGVNpTNZtMu3d2E3Y1QQn+FFw8qXv073vw3btsctPXBwOO9GWbmRRln2njet1NZWV1b36hu1ra2d3b36vsHDzrNFaEBSXmqOhHWlDNJA8MMp51MUSwiTtvR6Gbqt5+o0iyV92ac0VDggWQJI9hY6bFnGI8pStx+veG53gxomfglaUCJVr/+1YtTkgsqDeFY667vZSYssDKMcDqp9XJNM0xGeEC7lkosqA6L2cETdGKVGCWpsiUNmqm/JwostB6LyHYKbIZ60ZuK/3nd3CSXYcFklhsqyXxRknNkUjT9HsVMUWL42BJMFLO3IjLEChNjM6rZEPzFl5dJcOZeuf7deaN5XaZRhSM4hlPw4QKacAstCICAgGd4hTdHOS/Ou/Mxb6045cwh/IHz+QOQB4/G</latexit>

Resolution: Since                          the   -regularity stabilizes earlier 
                     than the     -regularity.

K(f) < K(f̃),
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Careful quantitative analysis of K (see paper)

confirms exorcism of the Boltzmann brains.

Will the different regularities “fit together” coherently? Yes!
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Prediction 2: Simple, computable, probabilistic “world”

3. How does physics emerge?

Theorem. Consider any computable probabilistic process that 
                 has description length L on a universal computer. 
                 Suppose it generates outputs                            according 
                 to the (computable) distribution

Then, with P-probability at least           we have2�L

i.e. the outputs of this process will asymptotically be a 
perfect description of the observer’s states.

P(y|x1, . . . , xn)
n!1�! µ(y|x1, . . . , xn),
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Prediction 2: Simple, computable, probabilistic “world”

3. How does physics emerge?

with P-probability of at least 2�L, we have P(y|x1, . . . , xn) �! µ(y|x1, . . . , xn) for n ! 1, i.e. this (simple)
computable probabilistic process will be an asymptotically perfect description of what the observer experiences.

This is illustrated and interpreted in Figure 2.

looks as if
it came from

Figure 2: The left-hand side symbolizes a bit string x, representing the state of an observer, and the right-hand side represents
a probabilistic computable process (here actually deterministic: an instance of Conway’s Game of Life [18]). Postulate 1 acts
directly on the left-hand side: it says that algorithmic probability determines how the observer’s state changes over time. But
Theorem 2 shows that, as a consequence, after having run through many states x1, . . . , xn, the observer’s state will “look as
if” the observer was actually “part of” some such computational process, in the sense that the probabilities P of state changes
on the left (on the level of the observer) can be understood as consequences of probabilities µ of the dynamics on the right (on
the level of the computational process). For example, if one glider in Gosper’s glider gun is going to hit the observer in the
process in the next step, then this is reflected on the left by a corresponding change of state of the observer. In this sense, the
(rest of) that computational process is something like an “external world”: it is not directly accessible to the observer, but it
is correlated with the observer’s future states. It is a “convenient fiction” to predict the future — namely, physics.

Therefore, we obtain an emergent notion of external world: the observer will, with high probability,
asymptotically be in states that look “as if” she was part of a larger computable, probabilistic process —
an “external world”. The simpler the world (i.e. the smaller the L) the more probable that it emerges.

There would be much more to say about the consequences of Postulate 1: namely, that we also get an
emergent notion of “objectivity” among more than one observer, that the process doesn’t have to look like a
typical computation on our desktop computers, that we expect to find some features (but not all properties
of) quantum theory, and that there are surprising novel predictions like “probabilistic zombies”. But for
these and other aspects, I refer the reader to [14, 15]. Instead, let us discuss what a theory of the kind
described above would imply for the question of “what is fundamental”.

5 ... and back from matter to mind: a strange loop of fundamentality

There is something deeply puzzling about the above: if the mind is more fundamental than the world, then
what about evolution? Don’t we have a coherent explanation for the kind of technical, information-theoretic
content of our brain as a result of the laws of physics? The formation of the solar system, the genesis of
the first life forms (despite our missing knowledge about the details of this event), and the subsequent
evolutionary process are explanatory triumphs of science that allow us to understand perfectly well why
there are functional brains in the first place, and why they roughly have the informational structure they
do. Does the theory above claim that all this is wrong?

The answer is a clear “no” — this more standard explanation is still available and perfectly valid. The
catch is that there are now two possible perspectives to take. This can be seen by example of Figure 2: on
the one hand, we can argue directly via an observer’s state, as on the left-hand side. Postulate 1 tells us
that algorithmic probability determines what happens to an observer, and the right-hand side can be seen
as a consequence of this: the properties of algorithmic probability imply that some notion of external world
emerges. But, by the very definition of what this means, this emergent external world gives an excellent
description of what happens to the observer, since its configuration evolves under the same probabilities as
the observer’s state. For example, if (on the right-hand side) a glider collides with the observer’s part of the
grid, then (on the left-hand side) there will be a corresponding state change of the observer. It is therefore
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Theorem. Consider any computable probabilistic process that 
                 has description length L on a universal computer. 
                 Suppose it generates outputs                            according 
                 to the (computable) distribution

Then, with P-probability at least           we have2�L

i.e. the outputs of this process will asymptotically be a 
perfect description of the observer’s states.

P(y|x1, . . . , xn)
n!1�! µ(y|x1, . . . , xn),
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on the left (on the level of the observer) can be understood as consequences of probabilities µ of the dynamics on the right (on
the level of the computational process). For example, if one glider in Gosper’s glider gun is going to hit the observer in the
process in the next step, then this is reflected on the left by a corresponding change of state of the observer. In this sense, the
(rest of) that computational process is something like an “external world”: it is not directly accessible to the observer, but it
is correlated with the observer’s future states. It is a “convenient fiction” to predict the future — namely, physics.

Therefore, we obtain an emergent notion of external world: the observer will, with high probability,
asymptotically be in states that look “as if” she was part of a larger computable, probabilistic process —
an “external world”. The simpler the world (i.e. the smaller the L) the more probable that it emerges.

There would be much more to say about the consequences of Postulate 1: namely, that we also get an
emergent notion of “objectivity” among more than one observer, that the process doesn’t have to look like a
typical computation on our desktop computers, that we expect to find some features (but not all properties
of) quantum theory, and that there are surprising novel predictions like “probabilistic zombies”. But for
these and other aspects, I refer the reader to [14, 15]. Instead, let us discuss what a theory of the kind
described above would imply for the question of “what is fundamental”.

5 ... and back from matter to mind: a strange loop of fundamentality

There is something deeply puzzling about the above: if the mind is more fundamental than the world, then
what about evolution? Don’t we have a coherent explanation for the kind of technical, information-theoretic
content of our brain as a result of the laws of physics? The formation of the solar system, the genesis of
the first life forms (despite our missing knowledge about the details of this event), and the subsequent
evolutionary process are explanatory triumphs of science that allow us to understand perfectly well why
there are functional brains in the first place, and why they roughly have the informational structure they
do. Does the theory above claim that all this is wrong?

The answer is a clear “no” — this more standard explanation is still available and perfectly valid. The
catch is that there are now two possible perspectives to take. This can be seen by example of Figure 2: on
the one hand, we can argue directly via an observer’s state, as on the left-hand side. Postulate 1 tells us
that algorithmic probability determines what happens to an observer, and the right-hand side can be seen
as a consequence of this: the properties of algorithmic probability imply that some notion of external world
emerges. But, by the very definition of what this means, this emergent external world gives an excellent
description of what happens to the observer, since its configuration evolves under the same probabilities as
the observer’s state. For example, if (on the right-hand side) a glider collides with the observer’s part of the
grid, then (on the left-hand side) there will be a corresponding state change of the observer. It is therefore
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with P-probability of at least 2�L, we have P(y|x1, . . . , xn) �! µ(y|x1, . . . , xn) for n ! 1, i.e. this (simple)
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This is illustrated and interpreted in Figure 2.
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From observers to physics via algorithmic information theory                                                                                          Markus P. Müller

Theorem. Consider any computable probabilistic process that 
                 has description length L on a universal computer. 
                 Suppose it generates outputs                            according 
                 to the (computable) distribution

Then, with P-probability at least           we have2�L

i.e. the outputs of this process will asymptotically be a 
perfect description of the observer’s states.

P(y|x1, . . . , xn)
n!1�! µ(y|x1, . . . , xn),
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Prediction 2: Simple, computable, probabilistic “world”

3. How does physics emerge?

• It is contingent which process (and thus µ) will emerge, but simpler  
ones are highly preferred (simpler = smaller L = higher probability).

From observers to physics via algorithmic information theory                                                                                          Markus P. Müller

Theorem. Consider any computable probabilistic process that 
                 has description length L on a universal computer. 
                 Suppose it generates outputs                            according 
                 to the (computable) distribution

Then, with P-probability at least           we have2�L

i.e. the outputs of this process will asymptotically be a 
perfect description of the observer’s states.

P(y|x1, . . . , xn)
n!1�! µ(y|x1, . . . , xn),
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Prediction 2: Simple, computable, probabilistic “world”

3. How does physics emerge?

• It is contingent which process (and thus µ) will emerge, but simpler  
ones are highly preferred (simpler = smaller L = higher probability).

• Thus, observer’s probabilities will equal the marginal distribution of 
some random variable that’s part of a probabilistic process with 
computable laws of short description (a simple algorithm).

From observers to physics via algorithmic information theory                                                                                          Markus P. Müller

Theorem. Consider any computable probabilistic process that 
                 has description length L on a universal computer. 
                 Suppose it generates outputs                            according 
                 to the (computable) distribution

Then, with P-probability at least           we have2�L

i.e. the outputs of this process will asymptotically be a 
perfect description of the observer’s states.

P(y|x1, . . . , xn)
n!1�! µ(y|x1, . . . , xn),

<latexit sha1_base64="BqYWEzZT60tIEF9S5n4jVGFl7Bs=">AAACP3icbVBNSwMxFMz6bf2qevQSLIJCKbsiqLeCF48VrBWasmTTbBvMJkvyVl3W/jQv/gRvnr14UPHqzbT2oNaBwDDzhrw3USqFBd9/8qamZ2bn5hcWS0vLK6tr5fWNC6szw3iTaanNZUQtl0LxJgiQ/DI1nCaR5K3o6mTot665sUKrc8hT3kloT4lYMApOCsstklDoR3HRGOzmd7dhUCWyq8FWb0O1RyxQdmW4LBQBTYSKIR8QqVXPiF4fqDH6BpMkm0xWw3LFr/kj4EkSjEkFjdEIy4+kq1mWcAVMUmvbgZ9Cp6AGBJN8UCKZ5anbhvZ421FFE247xaiAAd5xShfH2rinAI/Un4mCJtbmSeQmh+fav95Q/M9rZxAfdQqh0gy4Yt8fxZnEoPGwTdwVhjOQuSOUGeF2xaxPDWXgOi+5EoK/J0+S5n7tuBacHVTq9XEbC2gLbaNdFKBDVEenqIGaiKF79Ixe0Zv34L14797H9+iUN85sol/wPr8ATDqxkg==</latexit><latexit sha1_base64="BqYWEzZT60tIEF9S5n4jVGFl7Bs=">AAACP3icbVBNSwMxFMz6bf2qevQSLIJCKbsiqLeCF48VrBWasmTTbBvMJkvyVl3W/jQv/gRvnr14UPHqzbT2oNaBwDDzhrw3USqFBd9/8qamZ2bn5hcWS0vLK6tr5fWNC6szw3iTaanNZUQtl0LxJgiQ/DI1nCaR5K3o6mTot665sUKrc8hT3kloT4lYMApOCsstklDoR3HRGOzmd7dhUCWyq8FWb0O1RyxQdmW4LBQBTYSKIR8QqVXPiF4fqDH6BpMkm0xWw3LFr/kj4EkSjEkFjdEIy4+kq1mWcAVMUmvbgZ9Cp6AGBJN8UCKZ5anbhvZ421FFE247xaiAAd5xShfH2rinAI/Un4mCJtbmSeQmh+fav95Q/M9rZxAfdQqh0gy4Yt8fxZnEoPGwTdwVhjOQuSOUGeF2xaxPDWXgOi+5EoK/J0+S5n7tuBacHVTq9XEbC2gLbaNdFKBDVEenqIGaiKF79Ixe0Zv34L14797H9+iUN85sol/wPr8ATDqxkg==</latexit><latexit sha1_base64="BqYWEzZT60tIEF9S5n4jVGFl7Bs=">AAACP3icbVBNSwMxFMz6bf2qevQSLIJCKbsiqLeCF48VrBWasmTTbBvMJkvyVl3W/jQv/gRvnr14UPHqzbT2oNaBwDDzhrw3USqFBd9/8qamZ2bn5hcWS0vLK6tr5fWNC6szw3iTaanNZUQtl0LxJgiQ/DI1nCaR5K3o6mTot665sUKrc8hT3kloT4lYMApOCsstklDoR3HRGOzmd7dhUCWyq8FWb0O1RyxQdmW4LBQBTYSKIR8QqVXPiF4fqDH6BpMkm0xWw3LFr/kj4EkSjEkFjdEIy4+kq1mWcAVMUmvbgZ9Cp6AGBJN8UCKZ5anbhvZ421FFE247xaiAAd5xShfH2rinAI/Un4mCJtbmSeQmh+fav95Q/M9rZxAfdQqh0gy4Yt8fxZnEoPGwTdwVhjOQuSOUGeF2xaxPDWXgOi+5EoK/J0+S5n7tuBacHVTq9XEbC2gLbaNdFKBDVEenqIGaiKF79Ixe0Zv34L14797H9+iUN85sol/wPr8ATDqxkg==</latexit><latexit sha1_base64="BqYWEzZT60tIEF9S5n4jVGFl7Bs=">AAACP3icbVBNSwMxFMz6bf2qevQSLIJCKbsiqLeCF48VrBWasmTTbBvMJkvyVl3W/jQv/gRvnr14UPHqzbT2oNaBwDDzhrw3USqFBd9/8qamZ2bn5hcWS0vLK6tr5fWNC6szw3iTaanNZUQtl0LxJgiQ/DI1nCaR5K3o6mTot665sUKrc8hT3kloT4lYMApOCsstklDoR3HRGOzmd7dhUCWyq8FWb0O1RyxQdmW4LBQBTYSKIR8QqVXPiF4fqDH6BpMkm0xWw3LFr/kj4EkSjEkFjdEIy4+kq1mWcAVMUmvbgZ9Cp6AGBJN8UCKZ5anbhvZ421FFE247xaiAAd5xShfH2rinAI/Un4mCJtbmSeQmh+fav95Q/M9rZxAfdQqh0gy4Yt8fxZnEoPGwTdwVhjOQuSOUGeF2xaxPDWXgOi+5EoK/J0+S5n7tuBacHVTq9XEbC2gLbaNdFKBDVEenqIGaiKF79Ixe0Zv34L14797H9+iUN85sol/wPr8ATDqxkg==</latexit>

x0
1, x

0
2, x

0
3, . . .

<latexit sha1_base64="4FXdE/K652fwEv79AN/JAtfWH+s=">AAAB/XicbVDLSgMxFM3UV62vUXHlJlhEF6XMVEHdFdy4rODYQjsMmUzahmaSIcmIZSj4K25cqLj1P9z5N2baWWjrgVwO59zLvTlhwqjSjvNtlZaWV1bXyuuVjc2t7R17d+9eiVRi4mHBhOyESBFGOfE01Yx0EklQHDLSDkfXud9+IFJRwe/0OCF+jAac9ilG2kiBffB4Erg1Uxp5Oav1WCS0CuyqU3emgIvELUgVFGgF9lcvEjiNCdeYIaW6rpNoP0NSU8zIpNJLFUkQHqEB6RrKUUyUn03Pn8Bjo0SwL6R5XMOp+nsiQ7FS4zg0nTHSQzXv5eJ/XjfV/Us/ozxJNeF4tqifMqgFzLOAEZUEazY2BGFJza0QD5FEWJvEKiYEd/7Li8Rr1K/q7u15tdks0iiDQ3AEToELLkAT3IAW8AAGGXgGr+DNerJerHfrY9ZasoqZffAH1ucPLEWT5Q==</latexit><latexit sha1_base64="4FXdE/K652fwEv79AN/JAtfWH+s=">AAAB/XicbVDLSgMxFM3UV62vUXHlJlhEF6XMVEHdFdy4rODYQjsMmUzahmaSIcmIZSj4K25cqLj1P9z5N2baWWjrgVwO59zLvTlhwqjSjvNtlZaWV1bXyuuVjc2t7R17d+9eiVRi4mHBhOyESBFGOfE01Yx0EklQHDLSDkfXud9+IFJRwe/0OCF+jAac9ilG2kiBffB4Erg1Uxp5Oav1WCS0CuyqU3emgIvELUgVFGgF9lcvEjiNCdeYIaW6rpNoP0NSU8zIpNJLFUkQHqEB6RrKUUyUn03Pn8Bjo0SwL6R5XMOp+nsiQ7FS4zg0nTHSQzXv5eJ/XjfV/Us/ozxJNeF4tqifMqgFzLOAEZUEazY2BGFJza0QD5FEWJvEKiYEd/7Li8Rr1K/q7u15tdks0iiDQ3AEToELLkAT3IAW8AAGGXgGr+DNerJerHfrY9ZasoqZffAH1ucPLEWT5Q==</latexit><latexit sha1_base64="4FXdE/K652fwEv79AN/JAtfWH+s=">AAAB/XicbVDLSgMxFM3UV62vUXHlJlhEF6XMVEHdFdy4rODYQjsMmUzahmaSIcmIZSj4K25cqLj1P9z5N2baWWjrgVwO59zLvTlhwqjSjvNtlZaWV1bXyuuVjc2t7R17d+9eiVRi4mHBhOyESBFGOfE01Yx0EklQHDLSDkfXud9+IFJRwe/0OCF+jAac9ilG2kiBffB4Erg1Uxp5Oav1WCS0CuyqU3emgIvELUgVFGgF9lcvEjiNCdeYIaW6rpNoP0NSU8zIpNJLFUkQHqEB6RrKUUyUn03Pn8Bjo0SwL6R5XMOp+nsiQ7FS4zg0nTHSQzXv5eJ/XjfV/Us/ozxJNeF4tqifMqgFzLOAEZUEazY2BGFJza0QD5FEWJvEKiYEd/7Li8Rr1K/q7u15tdks0iiDQ3AEToELLkAT3IAW8AAGGXgGr+DNerJerHfrY9ZasoqZffAH1ucPLEWT5Q==</latexit><latexit sha1_base64="4FXdE/K652fwEv79AN/JAtfWH+s=">AAAB/XicbVDLSgMxFM3UV62vUXHlJlhEF6XMVEHdFdy4rODYQjsMmUzahmaSIcmIZSj4K25cqLj1P9z5N2baWWjrgVwO59zLvTlhwqjSjvNtlZaWV1bXyuuVjc2t7R17d+9eiVRi4mHBhOyESBFGOfE01Yx0EklQHDLSDkfXud9+IFJRwe/0OCF+jAac9ilG2kiBffB4Erg1Uxp5Oav1WCS0CuyqU3emgIvELUgVFGgF9lcvEjiNCdeYIaW6rpNoP0NSU8zIpNJLFUkQHqEB6RrKUUyUn03Pn8Bjo0SwL6R5XMOp+nsiQ7FS4zg0nTHSQzXv5eJ/XjfV/Us/ozxJNeF4tqifMqgFzLOAEZUEazY2BGFJza0QD5FEWJvEKiYEd/7Li8Rr1K/q7u15tdks0iiDQ3AEToELLkAT3IAW8AAGGXgGr+DNerJerHfrY9ZasoqZffAH1ucPLEWT5Q==</latexit>

µ(x0
1, . . . , x

0
n).

<latexit sha1_base64="IfSjRvcJKPCLFdyS5QqfirZgpwA=">AAAB/nicbZDNSsNAFIUn/tb6FxXcuBksYoUSEhHUXcGNywrGFpoQJpNJO3QyCTMTscQufBU3LlTc+hzufBunbRbaemDg49x7uXdOmDEqlW1/GwuLS8srq5W16vrG5ta2ubN7J9NcYOLilKWiEyJJGOXEVVQx0skEQUnISDscXI3r7XsiJE35rRpmxE9Qj9OYYqS0FZj7XpLXH44Dp+GxKFWyoZmfWIFZsy17IjgPTgk1UKoVmF9elOI8IVxhhqTsOnam/AIJRTEjo6qXS5IhPEA90tXIUUKkX0zuH8Ej7UQwToV+XMGJ+3uiQImUwyTUnQlSfTlbG5v/1bq5ii/8gvIsV4Tj6aI4Z1ClcBwGjKggWLGhBoQF1bdC3EcCYaUjq+oQnNkvz4N7al1azs1Zrdks06iAA3AI6sAB56AJrkELuACDR/AMXsGb8WS8GO/Gx7R1wShn9sAfGZ8/Ts+Uiw==</latexit><latexit sha1_base64="IfSjRvcJKPCLFdyS5QqfirZgpwA=">AAAB/nicbZDNSsNAFIUn/tb6FxXcuBksYoUSEhHUXcGNywrGFpoQJpNJO3QyCTMTscQufBU3LlTc+hzufBunbRbaemDg49x7uXdOmDEqlW1/GwuLS8srq5W16vrG5ta2ubN7J9NcYOLilKWiEyJJGOXEVVQx0skEQUnISDscXI3r7XsiJE35rRpmxE9Qj9OYYqS0FZj7XpLXH44Dp+GxKFWyoZmfWIFZsy17IjgPTgk1UKoVmF9elOI8IVxhhqTsOnam/AIJRTEjo6qXS5IhPEA90tXIUUKkX0zuH8Ej7UQwToV+XMGJ+3uiQImUwyTUnQlSfTlbG5v/1bq5ii/8gvIsV4Tj6aI4Z1ClcBwGjKggWLGhBoQF1bdC3EcCYaUjq+oQnNkvz4N7al1azs1Zrdks06iAA3AI6sAB56AJrkELuACDR/AMXsGb8WS8GO/Gx7R1wShn9sAfGZ8/Ts+Uiw==</latexit><latexit sha1_base64="IfSjRvcJKPCLFdyS5QqfirZgpwA=">AAAB/nicbZDNSsNAFIUn/tb6FxXcuBksYoUSEhHUXcGNywrGFpoQJpNJO3QyCTMTscQufBU3LlTc+hzufBunbRbaemDg49x7uXdOmDEqlW1/GwuLS8srq5W16vrG5ta2ubN7J9NcYOLilKWiEyJJGOXEVVQx0skEQUnISDscXI3r7XsiJE35rRpmxE9Qj9OYYqS0FZj7XpLXH44Dp+GxKFWyoZmfWIFZsy17IjgPTgk1UKoVmF9elOI8IVxhhqTsOnam/AIJRTEjo6qXS5IhPEA90tXIUUKkX0zuH8Ej7UQwToV+XMGJ+3uiQImUwyTUnQlSfTlbG5v/1bq5ii/8gvIsV4Tj6aI4Z1ClcBwGjKggWLGhBoQF1bdC3EcCYaUjq+oQnNkvz4N7al1azs1Zrdks06iAA3AI6sAB56AJrkELuACDR/AMXsGb8WS8GO/Gx7R1wShn9sAfGZ8/Ts+Uiw==</latexit><latexit sha1_base64="IfSjRvcJKPCLFdyS5QqfirZgpwA=">AAAB/nicbZDNSsNAFIUn/tb6FxXcuBksYoUSEhHUXcGNywrGFpoQJpNJO3QyCTMTscQufBU3LlTc+hzufBunbRbaemDg49x7uXdOmDEqlW1/GwuLS8srq5W16vrG5ta2ubN7J9NcYOLilKWiEyJJGOXEVVQx0skEQUnISDscXI3r7XsiJE35rRpmxE9Qj9OYYqS0FZj7XpLXH44Dp+GxKFWyoZmfWIFZsy17IjgPTgk1UKoVmF9elOI8IVxhhqTsOnam/AIJRTEjo6qXS5IhPEA90tXIUUKkX0zuH8Ej7UQwToV+XMGJ+3uiQImUwyTUnQlSfTlbG5v/1bq5ii/8gvIsV4Tj6aI4Z1ClcBwGjKggWLGhBoQF1bdC3EcCYaUjq+oQnNkvz4N7al1azs1Zrdks06iAA3AI6sAB56AJrkELuACDR/AMXsGb8WS8GO/Gx7R1wShn9sAfGZ8/Ts+Uiw==</latexit>



Prediction 2: Simple, computable, probabilistic “world”

3. How does physics emerge?

34 9. An external world that contains the observer

described by an algorithmically simple evolution of an ex-
ternal world. This external world has the property that its
evolution will in general only allow probabilistic predictions
of future observations.

Let us now see how these observations can be understood
as consequences of Theorem 8.5. If the event that is de-
scribed in this theorem happens, then the transition proba-
bility P will converge to a simple computable measure µ,

P(y|x1, . . . , xn;A)
n!1�! µ(y|x1, . . . , xn;A),

where K(µ;A) is small. According to the definition in The-
orem 5.12 this means the following. Denote the reference
covariant universal graph machine by U . Then there is a
short computer program (a finite binary string) q of length
`(q) = K(µ;A) with the property that

X

p:U(qp,A)=(x,⇤)

2�`(p) = µ(x;A) (14)

for all finite A-histories x = (x1, . . . , xn). That is, he com-
puter program q causes the universal graph machine U to
operate in the following manner:

• after having read the prefix q from its input, the graph
machine enters a particular mode of computation. In
this mode, it sequentially reads bits from the input tape
(the finite sequence of these bits that has previously
been read, at any given time step, is called p).

• The machine does (possibly very complex) computa-
tions in its working memory, and

• sometimes produces a new output xi on its output
tape, building up an A-history x1, x2, x3, . . ..

Attaching the weights 2�`(p) to the input strings p can be
interpreted as supplying independent, identically distributed
random bits to the graph machine U as input. These bits are
read by the machine, and processed in a computation which
produces outputs from time to time.

The outputs x1, x2, x3, . . . constitute the observer’s subjec-
tively experienced history. However, if the observer herself
– or an imaginary bystander – would like to predict future
outputs (that is, future observations), she would better take
the whole graph machine U into account. After all, this ma-
chine works according to a simple program q, and contains
a large internal memory whose content will have impact on
the probability of future outputs.

In other words: the observer’s experience is shaped by the
fact that she is only part of a “bigger” stochastic process,
which is the graph machine U and its computational history.
If the observer is smart enough, she may actually discover
this, and call the graph machine her “external world”, and
its computation the time evolution of this world. This time
evolution will necessarily have a simple structure in the sense
that it is governed by a short computer program.

One should not think too naively about this computation:
this insight does not suggest that Abby should see actual
tapes, binary digital memory or other specific aspects of a
graph machine’s hardware. As every theoretical computer
scientist knows, a computation in the mathematical sense
is a process that is abstracted from the underlying machine
model. For example, in order to define the universal apriori
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FIG. 7. As explained in the main text, we can abstract from the
concrete graph machine model. It is irrelevant that we have used
a colorful model with tapes, internal memory etc. in our defini-
tion; all that counts is the resulting abstract notion of computa-
tional processes. An observer’s subjectively experienced history
corresponds to the outputs of a graph machine that computes
the asymptotic measure µ. We can obtain the observer’s history
by simply reading o↵ the outputs from the output tapes, which
defines a function fA as sketched on the left-hand side. In the pic-
ture of the abstract computational process, this corresponds to a
computable function fA that reads o↵ the output (that is, the
current history) from wherever it appears in that process, with
g(t) the complete state of this process at computational time t.
This is the formulation that we will use later in this paper. An
observer will regard this computational process as her “external
world”, and fA can be interpreted as a “locator function”.

probability M(x) as in Definition 5.4, one starts by intro-
ducing a very concrete and colourful model of a “monotone
Turing machine”, and then defines M(x) := MU (x) for a
universal machine U of this kind. But the actually resulting
measures M can be characterized in di↵erent ways, without
direct reference to a monotone Turing machine, for exam-
ple as universal enumerable semimeasures similarly to The-
orem 5.5. The same is true for the generalization of M to
graph machines that we are using in this paper.

This demonstrates that we would obtain the same theory
(and set of measures) if we started with a very di↵erent ma-
chine model – say, a model where computation is not carried
out on tapes, but in a way which more closely resembles a
cellular automaton. The choice of computational model is
completely arbitrary and can be extremely exotic, as long
as it can in principle be simulated by a graph machine, and
(in the universal case) is in principle able to simulate every
graph machine41. All we need is a notion of sequentiality in
reading the input (in order to define a semimeasure M in the
first place), and a distinguished way to “read o↵” the ma-
chine’s output during the computation; all else can simply
be regarded as an abstract computational process. This is
explained in more detail in Figure 7, which also shows how
we will use these abstract notions later in this paper.

41 In particular, there is no need to postulate that input bits are dis-
tributed independently identically at random, as (14) seems to sug-
gest at first sight [101].
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chine works according to a simple program q, and contains
a large internal memory whose content will have impact on
the probability of future outputs.

In other words: the observer’s experience is shaped by the
fact that she is only part of a “bigger” stochastic process,
which is the graph machine U and its computational history.
If the observer is smart enough, she may actually discover
this, and call the graph machine her “external world”, and
its computation the time evolution of this world. This time
evolution will necessarily have a simple structure in the sense
that it is governed by a short computer program.
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computable function fA that reads o↵ the output (that is, the
current history) from wherever it appears in that process, with
g(t) the complete state of this process at computational time t.
This is the formulation that we will use later in this paper. An
observer will regard this computational process as her “external
world”, and fA can be interpreted as a “locator function”.

probability M(x) as in Definition 5.4, one starts by intro-
ducing a very concrete and colourful model of a “monotone
Turing machine”, and then defines M(x) := MU (x) for a
universal machine U of this kind. But the actually resulting
measures M can be characterized in di↵erent ways, without
direct reference to a monotone Turing machine, for exam-
ple as universal enumerable semimeasures similarly to The-
orem 5.5. The same is true for the generalization of M to
graph machines that we are using in this paper.

This demonstrates that we would obtain the same theory
(and set of measures) if we started with a very di↵erent ma-
chine model – say, a model where computation is not carried
out on tapes, but in a way which more closely resembles a
cellular automaton. The choice of computational model is
completely arbitrary and can be extremely exotic, as long
as it can in principle be simulated by a graph machine, and
(in the universal case) is in principle able to simulate every
graph machine41. All we need is a notion of sequentiality in
reading the input (in order to define a semimeasure M in the
first place), and a distinguished way to “read o↵” the ma-
chine’s output during the computation; all else can simply
be regarded as an abstract computational process. This is
explained in more detail in Figure 7, which also shows how
we will use these abstract notions later in this paper.

41 In particular, there is no need to postulate that input bits are dis-
tributed independently identically at random, as (14) seems to sug-
gest at first sight [101].
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operate in the following manner:

• after having read the prefix q from its input, the graph
machine enters a particular mode of computation. In
this mode, it sequentially reads bits from the input tape
(the finite sequence of these bits that has previously
been read, at any given time step, is called p).

• The machine does (possibly very complex) computa-
tions in its working memory, and

• sometimes produces a new output xi on its output
tape, building up an A-history x1, x2, x3, . . ..

Attaching the weights 2�`(p) to the input strings p can be
interpreted as supplying independent, identically distributed
random bits to the graph machine U as input. These bits are
read by the machine, and processed in a computation which
produces outputs from time to time.

The outputs x1, x2, x3, . . . constitute the observer’s subjec-
tively experienced history. However, if the observer herself
– or an imaginary bystander – would like to predict future
outputs (that is, future observations), she would better take
the whole graph machine U into account. After all, this ma-
chine works according to a simple program q, and contains
a large internal memory whose content will have impact on
the probability of future outputs.

In other words: the observer’s experience is shaped by the
fact that she is only part of a “bigger” stochastic process,
which is the graph machine U and its computational history.
If the observer is smart enough, she may actually discover
this, and call the graph machine her “external world”, and
its computation the time evolution of this world. This time
evolution will necessarily have a simple structure in the sense
that it is governed by a short computer program.

One should not think too naively about this computation:
this insight does not suggest that Abby should see actual
tapes, binary digital memory or other specific aspects of a
graph machine’s hardware. As every theoretical computer
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by simply reading o↵ the outputs from the output tapes, which
defines a function fA as sketched on the left-hand side. In the pic-
ture of the abstract computational process, this corresponds to a
computable function fA that reads o↵ the output (that is, the
current history) from wherever it appears in that process, with
g(t) the complete state of this process at computational time t.
This is the formulation that we will use later in this paper. An
observer will regard this computational process as her “external
world”, and fA can be interpreted as a “locator function”.
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Turing machine”, and then defines M(x) := MU (x) for a
universal machine U of this kind. But the actually resulting
measures M can be characterized in di↵erent ways, without
direct reference to a monotone Turing machine, for exam-
ple as universal enumerable semimeasures similarly to The-
orem 5.5. The same is true for the generalization of M to
graph machines that we are using in this paper.

This demonstrates that we would obtain the same theory
(and set of measures) if we started with a very di↵erent ma-
chine model – say, a model where computation is not carried
out on tapes, but in a way which more closely resembles a
cellular automaton. The choice of computational model is
completely arbitrary and can be extremely exotic, as long
as it can in principle be simulated by a graph machine, and
(in the universal case) is in principle able to simulate every
graph machine41. All we need is a notion of sequentiality in
reading the input (in order to define a semimeasure M in the
first place), and a distinguished way to “read o↵” the ma-
chine’s output during the computation; all else can simply
be regarded as an abstract computational process. This is
explained in more detail in Figure 7, which also shows how
we will use these abstract notions later in this paper.

41 In particular, there is no need to postulate that input bits are dis-
tributed independently identically at random, as (14) seems to sug-
gest at first sight [101].
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interpreted as supplying independent, identically distributed
random bits to the graph machine U as input. These bits are
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produces outputs from time to time.
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tively experienced history. However, if the observer herself
– or an imaginary bystander – would like to predict future
outputs (that is, future observations), she would better take
the whole graph machine U into account. After all, this ma-
chine works according to a simple program q, and contains
a large internal memory whose content will have impact on
the probability of future outputs.

In other words: the observer’s experience is shaped by the
fact that she is only part of a “bigger” stochastic process,
which is the graph machine U and its computational history.
If the observer is smart enough, she may actually discover
this, and call the graph machine her “external world”, and
its computation the time evolution of this world. This time
evolution will necessarily have a simple structure in the sense
that it is governed by a short computer program.
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a colorful model with tapes, internal memory etc. in our defini-
tion; all that counts is the resulting abstract notion of computa-
tional processes. An observer’s subjectively experienced history
corresponds to the outputs of a graph machine that computes
the asymptotic measure µ. We can obtain the observer’s history
by simply reading o↵ the outputs from the output tapes, which
defines a function fA as sketched on the left-hand side. In the pic-
ture of the abstract computational process, this corresponds to a
computable function fA that reads o↵ the output (that is, the
current history) from wherever it appears in that process, with
g(t) the complete state of this process at computational time t.
This is the formulation that we will use later in this paper. An
observer will regard this computational process as her “external
world”, and fA can be interpreted as a “locator function”.

probability M(x) as in Definition 5.4, one starts by intro-
ducing a very concrete and colourful model of a “monotone
Turing machine”, and then defines M(x) := MU (x) for a
universal machine U of this kind. But the actually resulting
measures M can be characterized in di↵erent ways, without
direct reference to a monotone Turing machine, for exam-
ple as universal enumerable semimeasures similarly to The-
orem 5.5. The same is true for the generalization of M to
graph machines that we are using in this paper.

This demonstrates that we would obtain the same theory
(and set of measures) if we started with a very di↵erent ma-
chine model – say, a model where computation is not carried
out on tapes, but in a way which more closely resembles a
cellular automaton. The choice of computational model is
completely arbitrary and can be extremely exotic, as long
as it can in principle be simulated by a graph machine, and
(in the universal case) is in principle able to simulate every
graph machine41. All we need is a notion of sequentiality in
reading the input (in order to define a semimeasure M in the
first place), and a distinguished way to “read o↵” the ma-
chine’s output during the computation; all else can simply
be regarded as an abstract computational process. This is
explained in more detail in Figure 7, which also shows how
we will use these abstract notions later in this paper.

41 In particular, there is no need to postulate that input bits are dis-
tributed independently identically at random, as (14) seems to sug-
gest at first sight [101].
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described by an algorithmically simple evolution of an ex-
ternal world. This external world has the property that its
evolution will in general only allow probabilistic predictions
of future observations.

Let us now see how these observations can be understood
as consequences of Theorem 8.5. If the event that is de-
scribed in this theorem happens, then the transition proba-
bility P will converge to a simple computable measure µ,

P(y|x1, . . . , xn;A)
n!1�! µ(y|x1, . . . , xn;A),

where K(µ;A) is small. According to the definition in The-
orem 5.12 this means the following. Denote the reference
covariant universal graph machine by U . Then there is a
short computer program (a finite binary string) q of length
`(q) = K(µ;A) with the property that

X

p:U(qp,A)=(x,⇤)

2�`(p) = µ(x;A) (14)

for all finite A-histories x = (x1, . . . , xn). That is, he com-
puter program q causes the universal graph machine U to
operate in the following manner:

• after having read the prefix q from its input, the graph
machine enters a particular mode of computation. In
this mode, it sequentially reads bits from the input tape
(the finite sequence of these bits that has previously
been read, at any given time step, is called p).

• The machine does (possibly very complex) computa-
tions in its working memory, and

• sometimes produces a new output xi on its output
tape, building up an A-history x1, x2, x3, . . ..

Attaching the weights 2�`(p) to the input strings p can be
interpreted as supplying independent, identically distributed
random bits to the graph machine U as input. These bits are
read by the machine, and processed in a computation which
produces outputs from time to time.

The outputs x1, x2, x3, . . . constitute the observer’s subjec-
tively experienced history. However, if the observer herself
– or an imaginary bystander – would like to predict future
outputs (that is, future observations), she would better take
the whole graph machine U into account. After all, this ma-
chine works according to a simple program q, and contains
a large internal memory whose content will have impact on
the probability of future outputs.

In other words: the observer’s experience is shaped by the
fact that she is only part of a “bigger” stochastic process,
which is the graph machine U and its computational history.
If the observer is smart enough, she may actually discover
this, and call the graph machine her “external world”, and
its computation the time evolution of this world. This time
evolution will necessarily have a simple structure in the sense
that it is governed by a short computer program.

One should not think too naively about this computation:
this insight does not suggest that Abby should see actual
tapes, binary digital memory or other specific aspects of a
graph machine’s hardware. As every theoretical computer
scientist knows, a computation in the mathematical sense
is a process that is abstracted from the underlying machine
model. For example, in order to define the universal apriori
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FIG. 7. As explained in the main text, we can abstract from the
concrete graph machine model. It is irrelevant that we have used
a colorful model with tapes, internal memory etc. in our defini-
tion; all that counts is the resulting abstract notion of computa-
tional processes. An observer’s subjectively experienced history
corresponds to the outputs of a graph machine that computes
the asymptotic measure µ. We can obtain the observer’s history
by simply reading o↵ the outputs from the output tapes, which
defines a function fA as sketched on the left-hand side. In the pic-
ture of the abstract computational process, this corresponds to a
computable function fA that reads o↵ the output (that is, the
current history) from wherever it appears in that process, with
g(t) the complete state of this process at computational time t.
This is the formulation that we will use later in this paper. An
observer will regard this computational process as her “external
world”, and fA can be interpreted as a “locator function”.

probability M(x) as in Definition 5.4, one starts by intro-
ducing a very concrete and colourful model of a “monotone
Turing machine”, and then defines M(x) := MU (x) for a
universal machine U of this kind. But the actually resulting
measures M can be characterized in di↵erent ways, without
direct reference to a monotone Turing machine, for exam-
ple as universal enumerable semimeasures similarly to The-
orem 5.5. The same is true for the generalization of M to
graph machines that we are using in this paper.

This demonstrates that we would obtain the same theory
(and set of measures) if we started with a very di↵erent ma-
chine model – say, a model where computation is not carried
out on tapes, but in a way which more closely resembles a
cellular automaton. The choice of computational model is
completely arbitrary and can be extremely exotic, as long
as it can in principle be simulated by a graph machine, and
(in the universal case) is in principle able to simulate every
graph machine41. All we need is a notion of sequentiality in
reading the input (in order to define a semimeasure M in the
first place), and a distinguished way to “read o↵” the ma-
chine’s output during the computation; all else can simply
be regarded as an abstract computational process. This is
explained in more detail in Figure 7, which also shows how
we will use these abstract notions later in this paper.

41 In particular, there is no need to postulate that input bits are dis-
tributed independently identically at random, as (14) seems to sug-
gest at first sight [101].
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ternal world. This external world has the property that its
evolution will in general only allow probabilistic predictions
of future observations.

Let us now see how these observations can be understood
as consequences of Theorem 8.5. If the event that is de-
scribed in this theorem happens, then the transition proba-
bility P will converge to a simple computable measure µ,

P(y|x1, . . . , xn;A)
n!1�! µ(y|x1, . . . , xn;A),

where K(µ;A) is small. According to the definition in The-
orem 5.12 this means the following. Denote the reference
covariant universal graph machine by U . Then there is a
short computer program (a finite binary string) q of length
`(q) = K(µ;A) with the property that

X

p:U(qp,A)=(x,⇤)

2�`(p) = µ(x;A) (14)

for all finite A-histories x = (x1, . . . , xn). That is, he com-
puter program q causes the universal graph machine U to
operate in the following manner:

• after having read the prefix q from its input, the graph
machine enters a particular mode of computation. In
this mode, it sequentially reads bits from the input tape
(the finite sequence of these bits that has previously
been read, at any given time step, is called p).

• The machine does (possibly very complex) computa-
tions in its working memory, and

• sometimes produces a new output xi on its output
tape, building up an A-history x1, x2, x3, . . ..

Attaching the weights 2�`(p) to the input strings p can be
interpreted as supplying independent, identically distributed
random bits to the graph machine U as input. These bits are
read by the machine, and processed in a computation which
produces outputs from time to time.

The outputs x1, x2, x3, . . . constitute the observer’s subjec-
tively experienced history. However, if the observer herself
– or an imaginary bystander – would like to predict future
outputs (that is, future observations), she would better take
the whole graph machine U into account. After all, this ma-
chine works according to a simple program q, and contains
a large internal memory whose content will have impact on
the probability of future outputs.

In other words: the observer’s experience is shaped by the
fact that she is only part of a “bigger” stochastic process,
which is the graph machine U and its computational history.
If the observer is smart enough, she may actually discover
this, and call the graph machine her “external world”, and
its computation the time evolution of this world. This time
evolution will necessarily have a simple structure in the sense
that it is governed by a short computer program.

One should not think too naively about this computation:
this insight does not suggest that Abby should see actual
tapes, binary digital memory or other specific aspects of a
graph machine’s hardware. As every theoretical computer
scientist knows, a computation in the mathematical sense
is a process that is abstracted from the underlying machine
model. For example, in order to define the universal apriori
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FIG. 7. As explained in the main text, we can abstract from the
concrete graph machine model. It is irrelevant that we have used
a colorful model with tapes, internal memory etc. in our defini-
tion; all that counts is the resulting abstract notion of computa-
tional processes. An observer’s subjectively experienced history
corresponds to the outputs of a graph machine that computes
the asymptotic measure µ. We can obtain the observer’s history
by simply reading o↵ the outputs from the output tapes, which
defines a function fA as sketched on the left-hand side. In the pic-
ture of the abstract computational process, this corresponds to a
computable function fA that reads o↵ the output (that is, the
current history) from wherever it appears in that process, with
g(t) the complete state of this process at computational time t.
This is the formulation that we will use later in this paper. An
observer will regard this computational process as her “external
world”, and fA can be interpreted as a “locator function”.

probability M(x) as in Definition 5.4, one starts by intro-
ducing a very concrete and colourful model of a “monotone
Turing machine”, and then defines M(x) := MU (x) for a
universal machine U of this kind. But the actually resulting
measures M can be characterized in di↵erent ways, without
direct reference to a monotone Turing machine, for exam-
ple as universal enumerable semimeasures similarly to The-
orem 5.5. The same is true for the generalization of M to
graph machines that we are using in this paper.

This demonstrates that we would obtain the same theory
(and set of measures) if we started with a very di↵erent ma-
chine model – say, a model where computation is not carried
out on tapes, but in a way which more closely resembles a
cellular automaton. The choice of computational model is
completely arbitrary and can be extremely exotic, as long
as it can in principle be simulated by a graph machine, and
(in the universal case) is in principle able to simulate every
graph machine41. All we need is a notion of sequentiality in
reading the input (in order to define a semimeasure M in the
first place), and a distinguished way to “read o↵” the ma-
chine’s output during the computation; all else can simply
be regarded as an abstract computational process. This is
explained in more detail in Figure 7, which also shows how
we will use these abstract notions later in this paper.

41 In particular, there is no need to postulate that input bits are dis-
tributed independently identically at random, as (14) seems to sug-
gest at first sight [101].
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Comparison with physics that we observe: 
• Generically, (simple) computations start in simple initial state, 

and then evolve with increasing algorithmic entropy.

• Time evolution is in principle simulatable by a (short) Turing 
machine program (but not necessarily efficiently!).

• Process is fundamentally probabilistic, but TM not necessarily 
the most natural model of computation to represent the process.
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In fact, violation of Bell inequalities 
and no-signalling (wrt. computational 
causal structure) generic predictions,

assuming that the open problem from


further above can be solved.

http://pirsa.org/displayFlash.php?id=18040080 
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FIG. 7. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.8 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 6). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(•;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities as Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

In fact, demanding that all observers see the same is not
necessary, and will turn out to be wrong. The weaker, but
crucial empirical fact that has to be reproduced by our theory
is that di↵erent observers that can communicate with one
another will agree on seeing the same physics around the
time of communication. Or, as Smerlak and Rovelli put it
in [102], “In fact, the very reason we can do science is because
of the consistency we find in nature: if I see an elephant and
I ask you what you see, I expect you to tell me that you too
see an elephant. If not, something is wrong.”

We will now show that the mathematics of Solomono↵ in-
duction guarantees this to be the case within our theory.
Suppose that Abby the guinea pig experiences a probabilis-
tic universe described by a simple computable measure µ,
as predicted by Theorem 8.8. As explained in Section 9,
this means that there is a simple computational process (as
illustrated in Figure 6) which generates her sequence of ob-
servations according to the measure µ. She can interpret this
computation as an evolving “external world”, encompassing
and processing additional information that is not directly
part of her observations.

Suppose that Abby encounters another guinea pig, called
Bambi, within her external world. From Abby’s point of
view48, Bambi appears to be another observer, just like her:

time, is simply defined by its sequence of observations. What we are
addressing in this section is basically the question in what sense it is
meaningful to say that two observers P-exist relative to each other.

48 This is a description from Abby’s point of view, because the graph
machine computation g(t) is assumed to be the one that generates
Abby’s subjectively experienced sequence of successor states.

Abby can track Bambi’s body, and (from her behavior) infer
parts of the information content of her brain. Abby may thus
conclude that Bambi’s brain carries a sequence of successor
states (of some observer graph B), and she may hypothesize
(as we usually do) that Bambi is in fact subjectively “expe-
riencing” this sequence of observations from her first-person
perspective.

To put these considerations into a more concrete form,
consider the question whether the sun rises tomorrow. Sup-
pose that Abby has gathered enough information about her
external world, and about the physical measure µ, to expect
with probability close to one that she is going to experience
a rising sun tomorrow. She would thus also have close to
100% chance of seeing Bambi experience a rising sun tomor-
row. But what is Bambi’s actual chance of seeing the sun
rise tomorrow, from her first-person perspective?

We can avoid confusion, and answer this question in the af-
firmative, by proper formalization49. As in Figure 6, we have
some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 7. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external

49 In particular, we should avoid using the word “Bambi” both for an
observer graph (describing Bambi’s subjective experience) and the
thing that Abby sees in her external world which she calls “Bambi”.

From observers to physics via algorithmic information theory                                                                                          Markus P. Müller
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FIG. 7. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.8 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 6). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(•;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities as Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

In fact, demanding that all observers see the same is not
necessary, and will turn out to be wrong. The weaker, but
crucial empirical fact that has to be reproduced by our theory
is that di↵erent observers that can communicate with one
another will agree on seeing the same physics around the
time of communication. Or, as Smerlak and Rovelli put it
in [102], “In fact, the very reason we can do science is because
of the consistency we find in nature: if I see an elephant and
I ask you what you see, I expect you to tell me that you too
see an elephant. If not, something is wrong.”

We will now show that the mathematics of Solomono↵ in-
duction guarantees this to be the case within our theory.
Suppose that Abby the guinea pig experiences a probabilis-
tic universe described by a simple computable measure µ,
as predicted by Theorem 8.8. As explained in Section 9,
this means that there is a simple computational process (as
illustrated in Figure 6) which generates her sequence of ob-
servations according to the measure µ. She can interpret this
computation as an evolving “external world”, encompassing
and processing additional information that is not directly
part of her observations.

Suppose that Abby encounters another guinea pig, called
Bambi, within her external world. From Abby’s point of
view48, Bambi appears to be another observer, just like her:

time, is simply defined by its sequence of observations. What we are
addressing in this section is basically the question in what sense it is
meaningful to say that two observers P-exist relative to each other.

48 This is a description from Abby’s point of view, because the graph
machine computation g(t) is assumed to be the one that generates
Abby’s subjectively experienced sequence of successor states.

Abby can track Bambi’s body, and (from her behavior) infer
parts of the information content of her brain. Abby may thus
conclude that Bambi’s brain carries a sequence of successor
states (of some observer graph B), and she may hypothesize
(as we usually do) that Bambi is in fact subjectively “expe-
riencing” this sequence of observations from her first-person
perspective.

To put these considerations into a more concrete form,
consider the question whether the sun rises tomorrow. Sup-
pose that Abby has gathered enough information about her
external world, and about the physical measure µ, to expect
with probability close to one that she is going to experience
a rising sun tomorrow. She would thus also have close to
100% chance of seeing Bambi experience a rising sun tomor-
row. But what is Bambi’s actual chance of seeing the sun
rise tomorrow, from her first-person perspective?

We can avoid confusion, and answer this question in the af-
firmative, by proper formalization49. As in Figure 6, we have
some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 7. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external

49 In particular, we should avoid using the word “Bambi” both for an
observer graph (describing Bambi’s subjective experience) and the
thing that Abby sees in her external world which she calls “Bambi”.
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
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!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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Prediction 3: An emergent notion of objectivity
Apriori, different observers make their own "private" observations. They 
are completely unrelated, and live in their own "external worlds".
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-

A-world

But suppose that A sees something in her external world 
that seems like another observer B to her...
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-

A-world

But suppose that A sees something in her external world 
that seems like another observer B to her...
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-

Does what A sees really correspond to the

first-person perspective of another observer?

x = 101100...
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-

x = 101100...

3. How does physics emerge?

prob. that B is in states                   acc. to A-worldx1, . . . , xn

algorithmic probability that B is in states x1, . . . , xn

(the real private chances for B!)

⌫(x1, x2, . . . , xn) :=

P(x1, . . . , xn) =
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-

x = 101100...

Let's consider a colourful example:

3. How does physics emerge?

prob. that B is in states                   acc. to A-worldx1, . . . , xn

algorithmic probability that B is in states x1, . . . , xn

(the real private chances for B!)

⌫(x1, x2, . . . , xn) :=

P(x1, . . . , xn) =
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.
Apriori, both probabilities could be very di↵erent. How-

ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-

x = 101100...

A-world

If Abby has a chance of about 100% of seeing Bambi see the sun 
rise tomorrow, then will Bambi have a chance of about 100% of

seeing the sun rise tomorrow?

⌫

P

3. How does physics emerge?

prob. that B is in states                   acc. to A-worldx1, . . . , xn

algorithmic probability that B is in states x1, . . . , xn

(the real private chances for B!)

⌫(x1, x2, . . . , xn) :=

P(x1, . . . , xn) =

From observers to physics via algorithmic information theory                                                                                          Markus P. Müller



Prediction 3: An emergent notion of objectivity

Let's consider a colourful example:
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.
Apriori, both probabilities could be very di↵erent. How-

ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-

x = 101100...

A-world

If Abby has a chance of about 100% of seeing Bambi see the sun 
rise tomorrow, then will Bambi have a chance of about 100% of

seeing the sun rise tomorrow?
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
B
!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.

Apriori, both probabilities could be very di↵erent. How-
ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-
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FIG. 8. Informal illustration of the setup that is considered in this section. We have an observer A (Abby) whose experience is well
described by a simple computational process which generates some A-measure µ (we know from Theorem 8.5 that this happens with
high probability). This means that the computational process is what she may call her “external world” as explained in Section 9;
her observational history (here e.g. (x1, x2, x3, x4)) is a function fA of the process’ state (see also Figure 7). Suppose that there is
another simple computable function fB , acting on the states of this graph machine, which produces a B-history, where B is another
observer (Bambi). Then it will look for Abby as if there was another observer “in her world”, and she may predict what Bambi
is supposed to experience in the future. However, Bambi’s first-person perspective is determined by Postulates 6.1; she experiences
a sequence of successor states determined by transition probabilities P(·;B) that may apriori be completely unrelated to Abby’s
predictions, symbolized by the grey speech bubble. But as we show in Theorem 10.2 below, if Bambi is “old” enough, then she will
indeed subjectively experience the same probabilities that Abby predicts — in other words, she sees the same world (depicted as the
galaxy) as Abby does. This is a probabilistic form of emergent objective reality.

some computational process that generates Abby’s experi-
ences (histories over an observer graph A), and a computable
function fA which “reads out” Abby’s current history from
the full computational process. But now, in addition, we
have another computable map fB which reads out another
history, corresponding to another observer graph B, as illus-
trated in Figure 8. Basically, fB reads out what Abby sees
Bambi experience; or, in more detail, the information con-
tent of Bambi’s brain, as she is appearing in Abby’s external
computational world.

Since the computational process is probabilistic, the state
of this computation (say, of the universal graph machine U)
at some computational time t is a random variable, g(t). For
every t, the function fA reads out the A-history fA(g(t))
that Abby has experienced until that computational mo-
ment. Similarly, fB(g(t)) will yield a B-history. If fB is
suitably chosen, then fB(g(t+1)) will always be either equal
to, or an extension of, fB(g(t)). For fA, this is true auto-
matically due to the way that the output of a graph machine
is defined, cf. Figure 7.

For example, fB can simply read out “the current informa-
tion content of Bambi’s brain”, and infer the corresponding
information content at all earlier times (if the computational
process is reversible), patching all of them together47 to pro-
duce a history fB(g(t)).

47 This specific example will only work, however, if no vertex of the

observer graph is a successor state of itself, i.e. if x
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!x is impossible

for all x. This is because then a new entry in Bambi’s history can
appear whenever the current information content changes; if there is
no change from time t to time t+ 1 then fB(g(t+ 1)) = fB(g(t)).

Since g(t) is a random variable (depending on the random
input bits supplied to the graph machine), we thus have to
distinguish the following two probability distributions:

1. The distribution on fB(g(t)) that is induced by the
probabilities of the di↵erent computations g(t);

2. the distribution P(·;B) that is predicted by our the-
ory (according to Postulates 6.1) to determine what B
actually experiences.

In our example, case 1. corresponds to the unit probability
that Abby assigns to the statement “tomorrow I will see
Bambi experience a rising sun”, whereas case 2. corresponds
to the probability that Bambi will actually see a rising sun
herself.
Apriori, both probabilities could be very di↵erent. How-

ever, if they were in fact di↵erent, then we would have a very
strange situation, reminiscent of Wittgenstein’s philosophi-
cal concept of a “zombie” [76]: the observer called Bambi
that Abby sees would in fact not subjectively experience
what Abby sees her experience, but would divert into her
own “parallel world”, leaving a material remainder that be-
haves like an observer, but does not correspond to a valid
first-person perspective that is actually taken by anybody48.

48 Note that this would be much stranger than the simple e↵ect of
having di↵erent “computational branches”, following di↵erent values
that the random variable g(t) can take. Similarly as in Everettian
interpretations of quantum mechanics, a “many-worlds”-like picture
would automatically suggest that we should imagine di↵erent “in-
stances” of Abby and Bambi, following the di↵erent branches. Nev-

x = 101100...

A-world

Theorem: With    -probability one,⌫

So the answer is "yes", asymptotically.

If Abby has a chance of about 100% of seeing Bambi see the sun 
rise tomorrow, then will Bambi have a chance of about 100% of

seeing the sun rise tomorrow?

⌫

P

3. How does physics emerge?

P(y|x1, . . . , xk)
k!1�! ⌫(y|x1, . . . , xk).
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(In other words:                if B is “old enough” in A-world.)P ⇡ ⌫
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Surprise 1: Probabilistic zombies

• “Objective reality” is a theorem, not an assumption: 
 
Sometimes premises of theorem not satisfied            “zombies”!

4. Surprises

P(y|x1, . . . , xk)
k!1�! ⌫(y|x1, . . . , xk).
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Surprise 1: Probabilistic zombies

• “Objective reality” is a theorem, not an assumption: 
 
Sometimes premises of theorem not satisfied            “zombies”!

4. Surprises

Consistent reasoning

z = +½

A

A

z = +½

This is however more accurate.

B
“I know that z = + 1

2 .”

but

Consistent reasoning

z = +½

A

A

z = +½

This is however more accurate.

B
“I know that z = + 1

2 .”

XPics borrowed from Renato Renner’s slides+edited…

B is a probabilistic

zombie for A.

P

⌫

P(y|x1, . . . , xk)
k!1�! ⌫(y|x1, . . . , xk).

<latexit sha1_base64="wT92Xaijd1QzSKGkkkmFSOwnRNw=">AAACP3icbVBNSwMxFMz6bf2qevQSLIKClF0R1FvBi8cK1gpNWbJptg3NJkvyVl3W/jQv/gRvnr14UPHqzbT2oNaBwDDzhrw3USqFBd9/8qamZ2bn5hcWS0vLK6tr5fWNS6szw3iDaanNVUQtl0LxBgiQ/Co1nCaR5M2ofzr0m9fcWKHVBeQpbye0q0QsGAUnheUmSSj0orioD3bzu9sw2Ceyo8Hu34b9PWKBsr7hsugT0ESoGPIBkVp1jej2gBqjbzBR2WSyGpYrftUfAU+SYEwqaIx6WH4kHc2yhCtgklrbCvwU2gU1IJjkgxLJLE/dNrTLW44qmnDbLkYFDPCOUzo41sY9BXik/kwUNLE2TyI3OTzX/vWG4n9eK4P4uF0IlWbAFfv+KM4kBo2HbeKOMJyBzB2hzAi3K2Y9aigD13nJlRD8PXmSNA6qJ9Xg/LBSq43bWEBbaBvtogAdoRo6Q3XUQAzdo2f0it68B+/Fe/c+vkenvHFmE/2C9/kFQfKxjA==</latexit><latexit sha1_base64="wT92Xaijd1QzSKGkkkmFSOwnRNw=">AAACP3icbVBNSwMxFMz6bf2qevQSLIKClF0R1FvBi8cK1gpNWbJptg3NJkvyVl3W/jQv/gRvnr14UPHqzbT2oNaBwDDzhrw3USqFBd9/8qamZ2bn5hcWS0vLK6tr5fWNS6szw3iDaanNVUQtl0LxBgiQ/Co1nCaR5M2ofzr0m9fcWKHVBeQpbye0q0QsGAUnheUmSSj0orioD3bzu9sw2Ceyo8Hu34b9PWKBsr7hsugT0ESoGPIBkVp1jej2gBqjbzBR2WSyGpYrftUfAU+SYEwqaIx6WH4kHc2yhCtgklrbCvwU2gU1IJjkgxLJLE/dNrTLW44qmnDbLkYFDPCOUzo41sY9BXik/kwUNLE2TyI3OTzX/vWG4n9eK4P4uF0IlWbAFfv+KM4kBo2HbeKOMJyBzB2hzAi3K2Y9aigD13nJlRD8PXmSNA6qJ9Xg/LBSq43bWEBbaBvtogAdoRo6Q3XUQAzdo2f0it68B+/Fe/c+vkenvHFmE/2C9/kFQfKxjA==</latexit><latexit sha1_base64="wT92Xaijd1QzSKGkkkmFSOwnRNw=">AAACP3icbVBNSwMxFMz6bf2qevQSLIKClF0R1FvBi8cK1gpNWbJptg3NJkvyVl3W/jQv/gRvnr14UPHqzbT2oNaBwDDzhrw3USqFBd9/8qamZ2bn5hcWS0vLK6tr5fWNS6szw3iDaanNVUQtl0LxBgiQ/Co1nCaR5M2ofzr0m9fcWKHVBeQpbye0q0QsGAUnheUmSSj0orioD3bzu9sw2Ceyo8Hu34b9PWKBsr7hsugT0ESoGPIBkVp1jej2gBqjbzBR2WSyGpYrftUfAU+SYEwqaIx6WH4kHc2yhCtgklrbCvwU2gU1IJjkgxLJLE/dNrTLW44qmnDbLkYFDPCOUzo41sY9BXik/kwUNLE2TyI3OTzX/vWG4n9eK4P4uF0IlWbAFfv+KM4kBo2HbeKOMJyBzB2hzAi3K2Y9aigD13nJlRD8PXmSNA6qJ9Xg/LBSq43bWEBbaBvtogAdoRo6Q3XUQAzdo2f0it68B+/Fe/c+vkenvHFmE/2C9/kFQfKxjA==</latexit><latexit sha1_base64="wT92Xaijd1QzSKGkkkmFSOwnRNw=">AAACP3icbVBNSwMxFMz6bf2qevQSLIKClF0R1FvBi8cK1gpNWbJptg3NJkvyVl3W/jQv/gRvnr14UPHqzbT2oNaBwDDzhrw3USqFBd9/8qamZ2bn5hcWS0vLK6tr5fWNS6szw3iDaanNVUQtl0LxBgiQ/Co1nCaR5M2ofzr0m9fcWKHVBeQpbye0q0QsGAUnheUmSSj0orioD3bzu9sw2Ceyo8Hu34b9PWKBsr7hsugT0ESoGPIBkVp1jej2gBqjbzBR2WSyGpYrftUfAU+SYEwqaIx6WH4kHc2yhCtgklrbCvwU2gU1IJjkgxLJLE/dNrTLW44qmnDbLkYFDPCOUzo41sY9BXik/kwUNLE2TyI3OTzX/vWG4n9eK4P4uF0IlWbAFfv+KM4kBo2HbeKOMJyBzB2hzAi3K2Y9aigD13nJlRD8PXmSNA6qJ9Xg/LBSq43bWEBbaBvtogAdoRo6Q3XUQAzdo2f0it68B+/Fe/c+vkenvHFmE/2C9/kFQfKxjA==</latexit>

A-world

From observers to physics via algorithmic information theory                                                                                          Markus P. Müller

A

B

B



Surprise 1: Probabilistic zombies

• “Objective reality” is a theorem, not an assumption: 
 
Sometimes premises of theorem not satisfied            “zombies”!

4. Surprises

Consistent reasoning

z = +½

A

A

z = +½

This is however more accurate.

B
“I know that z = + 1

2 .”

but

Consistent reasoning

z = +½

A

A

z = +½

This is however more accurate.

B
“I know that z = + 1

2 .”

XPics borrowed from Renato Renner’s slides+edited…

B is a probabilistic

zombie for A.

P

⌫

P(y|x1, . . . , xk)
k!1�! ⌫(y|x1, . . . , xk).

<latexit sha1_base64="wT92Xaijd1QzSKGkkkmFSOwnRNw=">AAACP3icbVBNSwMxFMz6bf2qevQSLIKClF0R1FvBi8cK1gpNWbJptg3NJkvyVl3W/jQv/gRvnr14UPHqzbT2oNaBwDDzhrw3USqFBd9/8qamZ2bn5hcWS0vLK6tr5fWNS6szw3iDaanNVUQtl0LxBgiQ/Co1nCaR5M2ofzr0m9fcWKHVBeQpbye0q0QsGAUnheUmSSj0orioD3bzu9sw2Ceyo8Hu34b9PWKBsr7hsugT0ESoGPIBkVp1jej2gBqjbzBR2WSyGpYrftUfAU+SYEwqaIx6WH4kHc2yhCtgklrbCvwU2gU1IJjkgxLJLE/dNrTLW44qmnDbLkYFDPCOUzo41sY9BXik/kwUNLE2TyI3OTzX/vWG4n9eK4P4uF0IlWbAFfv+KM4kBo2HbeKOMJyBzB2hzAi3K2Y9aigD13nJlRD8PXmSNA6qJ9Xg/LBSq43bWEBbaBvtogAdoRo6Q3XUQAzdo2f0it68B+/Fe/c+vkenvHFmE/2C9/kFQfKxjA==</latexit><latexit sha1_base64="wT92Xaijd1QzSKGkkkmFSOwnRNw=">AAACP3icbVBNSwMxFMz6bf2qevQSLIKClF0R1FvBi8cK1gpNWbJptg3NJkvyVl3W/jQv/gRvnr14UPHqzbT2oNaBwDDzhrw3USqFBd9/8qamZ2bn5hcWS0vLK6tr5fWNS6szw3iDaanNVUQtl0LxBgiQ/Co1nCaR5M2ofzr0m9fcWKHVBeQpbye0q0QsGAUnheUmSSj0orioD3bzu9sw2Ceyo8Hu34b9PWKBsr7hsugT0ESoGPIBkVp1jej2gBqjbzBR2WSyGpYrftUfAU+SYEwqaIx6WH4kHc2yhCtgklrbCvwU2gU1IJjkgxLJLE/dNrTLW44qmnDbLkYFDPCOUzo41sY9BXik/kwUNLE2TyI3OTzX/vWG4n9eK4P4uF0IlWbAFfv+KM4kBo2HbeKOMJyBzB2hzAi3K2Y9aigD13nJlRD8PXmSNA6qJ9Xg/LBSq43bWEBbaBvtogAdoRo6Q3XUQAzdo2f0it68B+/Fe/c+vkenvHFmE/2C9/kFQfKxjA==</latexit><latexit sha1_base64="wT92Xaijd1QzSKGkkkmFSOwnRNw=">AAACP3icbVBNSwMxFMz6bf2qevQSLIKClF0R1FvBi8cK1gpNWbJptg3NJkvyVl3W/jQv/gRvnr14UPHqzbT2oNaBwDDzhrw3USqFBd9/8qamZ2bn5hcWS0vLK6tr5fWNS6szw3iDaanNVUQtl0LxBgiQ/Co1nCaR5M2ofzr0m9fcWKHVBeQpbye0q0QsGAUnheUmSSj0orioD3bzu9sw2Ceyo8Hu34b9PWKBsr7hsugT0ESoGPIBkVp1jej2gBqjbzBR2WSyGpYrftUfAU+SYEwqaIx6WH4kHc2yhCtgklrbCvwU2gU1IJjkgxLJLE/dNrTLW44qmnDbLkYFDPCOUzo41sY9BXik/kwUNLE2TyI3OTzX/vWG4n9eK4P4uF0IlWbAFfv+KM4kBo2HbeKOMJyBzB2hzAi3K2Y9aigD13nJlRD8PXmSNA6qJ9Xg/LBSq43bWEBbaBvtogAdoRo6Q3XUQAzdo2f0it68B+/Fe/c+vkenvHFmE/2C9/kFQfKxjA==</latexit><latexit sha1_base64="wT92Xaijd1QzSKGkkkmFSOwnRNw=">AAACP3icbVBNSwMxFMz6bf2qevQSLIKClF0R1FvBi8cK1gpNWbJptg3NJkvyVl3W/jQv/gRvnr14UPHqzbT2oNaBwDDzhrw3USqFBd9/8qamZ2bn5hcWS0vLK6tr5fWNS6szw3iDaanNVUQtl0LxBgiQ/Co1nCaR5M2ofzr0m9fcWKHVBeQpbye0q0QsGAUnheUmSSj0orioD3bzu9sw2Ceyo8Hu34b9PWKBsr7hsugT0ESoGPIBkVp1jej2gBqjbzBR2WSyGpYrftUfAU+SYEwqaIx6WH4kHc2yhCtgklrbCvwU2gU1IJjkgxLJLE/dNrTLW44qmnDbLkYFDPCOUzo41sY9BXik/kwUNLE2TyI3OTzX/vWG4n9eK4P4uF0IlWbAFfv+KM4kBo2HbeKOMJyBzB2hzAi3K2Y9aigD13nJlRD8PXmSNA6qJ9Xg/LBSq43bWEBbaBvtogAdoRo6Q3XUQAzdo2f0it68B+/Fe/c+vkenvHFmE/2C9/kFQfKxjA==</latexit>

A-world

From observers to physics via algorithmic information theory                                                                                          Markus P. Müller

A

B

B

Theorem:   if                            then zombie, i.e.K(x) ⌧ K(⌫) P 6= ⌫.

state/ 
history

prob. of B’s state according to A-world



Surprise 1: Probabilistic zombies

4. Surprises

Consistent reasoning

z = +½

A

A

z = +½

This is however more accurate.

B
“I know that z = + 1

2 .”

but
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“I know that z = + 1
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XPics borrowed from Renato Renner’s slides+edited…

B is a probabilistic

zombie for A.

P

⌫
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A

B

B

Theorem:   if                            then zombie, i.e.K(x) ⌧ K(⌫) P 6= ⌫.

state/ 
history

prob. of B’s state according to A-world

•             too small: A “points to” something in his world that is 
too simple (e.g. a single bit, written on a blackboard)


•            too large: A “points to” something in a too complicated way 
(example: Boltzmann brains, because very hard to localize.)

K(x)

K(⌫)



Surprise 2: Brain emulation

Get also concrete criteria for

when simulation of an agent

corresponds to an “actual first-

person perspective” (similarly

as in the zombie case).

Turns out: makes big difference

if simulation is “open” or “closed”

(feed in outside data or not).

More details in paper.
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Advantage: this theory also makes 
(other) testable predictions — maybe 
a reason to also trust its predictions

in this “crazy” (untestable) regime.
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4. Novel predictions
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Conclusions

Many predictions / consequences from very simple assumptions.

4. Novel predictions

+
-

Full version: arXiv:1712.01826

Short version (v2 soon): arXiv:1712.01816
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Proof of principle / blueprint of an “idealistic” predictive theory.

• Existence of a simple computational probabilistic external world

• Emergence of objectivity (typically)

• Probabilistic zombies (in some cases)

• Resolves (versions of) the Boltzmann brain problem++

• No-signalling and Bell violation (modulo an open problem)


• Predictions for computer emulation of agents

• (Some sort of) subjective immortality, but no possibility to use this for solving NP-complete 

problems in poly time. (But depends very much on details of the formulation.)

o
Cannot use it for quantum gravity or cross sections or…………
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Short version (v2 soon): arXiv:1712.01816
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Proof of principle / blueprint of an “idealistic” predictive theory.

• Existence of a simple computational probabilistic external world

• Emergence of objectivity (typically)

• Probabilistic zombies (in some cases)

• Resolves (versions of) the Boltzmann brain problem++

• No-signalling and Bell violation (modulo an open problem)


• Predictions for computer emulation of agents

• (Some sort of) subjective immortality, but no possibility to use this for solving NP-complete 

problems in poly time. (But depends very much on details of the formulation.)

o

Thank you!


